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Preface

New business practices are driving changes in enterprise networks. The transition from an industrial to an information economy has changed how employees do their jobs, and the emergence of a global economy of unprecedented competitiveness has accelerated the speed at which companies must adapt to technological and financial changes.

To reduce the time to develop and market products, companies are empowering employees to make strategic decisions that require access to sales, marketing, financial, and engineering data. Employees at corporate headquarters and in worldwide field offices, as well as telecommuters in home offices, need immediate access to data, regardless of whether the data is on centralized or departmental servers.

The Top-Down Network Design Process

Top-down network design is a systematic network design process that focuses on a customer's applications, technical objectives, and business goals. It is a methodology that helps you design a logical view of a network, including a traffic-flow description and architectural topology, before developing a physical view. With top-down network design, the emphasis is put on planning before implementation.

Top-down network design is also iterative. Top-down design helps you analyze overall goals and then adapt your proposed design as you gather more details on specific requirements.

Objectives

The purpose of Top-Down Network Design is to help you design networks that meet a customer's business and technical goals. Whether your customer is another department within your own company or an external client, this book provides you with tested processes and tools to help you understand traffic flow, protocol behavior, and internetworking technologies. After completing this book, you will be equipped to design enterprise networks that meet a customer's requirements for functionality, capacity, performance, availability, scalability, affordability, security, and manageability

Audience

This book is for you if you are an internetworking professional responsible for designing and maintaining medium- to large-sized enterprise networks. If you are a network engineer, architect, or technician who has a working knowledge of network protocols and technologies, this book will provide you with practical advice on applying your knowledge to internetwork design.

This book also includes useful information for consultants, systems engineers, and sales engineers who design corporate networks for clients. In the fast-paced pre-sales environment of many systems engineers, it often is difficult to slow down and insist on a top-down, structured systems analysis approach. Wherever possible, this book includes shortcuts and assumptions that can be made to speed up the network design process

Organization

This book is built around the steps for top-down network design. It is organized into four parts that correspond to the major phases of network design.

Part I: Identifying Your Customer's Needs and Goals

Part I covers the requirements analysis phase. This phase starts with identifying business goals and technical requirements. The task of characterizing the existing network, including the physical structure and the performance of major network segments and routers, follows. The last step in this phase is to analyze network traffic, including traffic flow and load, protocol behavior, and quality of service (QoS) requirements.

Part I: Identifying Your Customer's Needs and Goals

1 Analyzing Business Goals and Constraints
2 Analyzing Technical Goals and Constraints
3 Characterizing the Existing Internetwork
4 Characterizing Network Traffic
Chapter 1. Analyzing Business Goals and Constraints

This chapter serves as an introduction to the rest of the book by describing top-down network design. The first section explains how to use a systematic, top-down process when designing computer networks for your customers. Depending on your job, your customers might be other departments within your company, those to whom you are trying to sell products, or clients of your consulting business.

After describing the methodology, this chapter focuses on the first step in top-down network design: analyzing your customer's business goals. Business goals include the capability to run network applications to meet corporate business objectives, and the need to work within business constraints, such as budgets, limited networking personnel, and tight timeframes.

Using a Top-Down Network Design Methodology

According to Albert Einstein:

The world we've made as a result of the level of thinking we have done thus far creates problems that we cannot solve at the same level at which we created them.

Analyzing Business Goals

Understanding your customer's business goals and constraints is a critical aspect of network design. Armed with a thorough analysis of your customer's business objectives, you can propose a network design that will meet with your customer's approval.

It is tempting to overlook the step of analyzing business goals, because analyzing such technical goals as capacity, performance, security, and so on is more interesting to many network engineers. Analyzing technical goals is covered in the next chapter. In this chapter, you will learn the importance of analyzing business goals, and you will pick up some techniques for matching a network design proposal to a customer's business objectives.

Analyzing Business Constraints

In addition to analyzing business goals and determining your customer's need to support new applications, it is important to analyze any business constraints that will affect your network design.

Politics and Policies

It has been said that there are two things not to talk about with friends—politics and religion. It would be nice if you could escape discussing office politics and technological religion (technology preferences) with a network design customer, but avoiding these topics puts your project at risk.

In the case of office politics, your best bet is to listen rather than talk. Your goal is to learn about any hidden agendas, turf wars, biases, group relations, or history behind the project that could cause it to fail. In some cases, a similar project was already tried and didn't work. You should determine if this has happened in your case and, if it has, the reasons why the project failed or never had a chance to come to fruition.

Business Goals Checklist

You can use the following checklist to determine if you have addressed your client's business-oriented objectives and concerns:

· I have researched the customer's industry and competition.

· I understand the customer's corporate structure.

· I have compiled a list of the customer's business goals, starting with one overall business goal that explains the primary purpose of the network design project.

· The customer has identified any mission-critical operations.

· I understand the customer's criteria for success and the ramifications of failure.

· I understand the scope of the network design project.

· I have identified the customer's network applications (using the Network Applications chart).

· The customer has explained policies regarding approved vendors, protocols, or platforms.

· The customer has explained any policies regarding open versus proprietary solutions.

· The customer has explained any policies regarding distributed authority for network design and implementation.

· I know the budget for this project.

· I know the schedule for this project, including the final due date and major milestones, and I believe it is practical.

· I have a good understanding of the technical expertise of my clients and any relevant internal or external staff.

· I have discussed a staff-education plan with the customer.

· I am aware of any office politics that might affect the network design.

Summary

This chapter covered typical network design business goals and constraints. It also talked about the top-down process for gathering information on goals, and the importance of using systematic methods for network design. Using systematic methods will help you keep pace with changing technologies and customer requirements. The next chapter covers analyzing technical goals and constraints.

This chapter also talked about the importance of analyzing your customer's business style, tolerance to risk, biases, and technical expertise. You should also work with your customer to understand the budget and schedule for the network design project to make sure the deadlines and milestones are practical.

Chapter 2. Analyzing Technical Goals and Constraints

This chapter provides techniques for analyzing a customer's technical goals for an enterprise network design. Analyzing your customer's technical goals can help you confidently recommend technologies that will perform to your customer's expectations.

Typical technical goals include scalability, availability, performance, security, manageability, usability, adaptability, and affordability. Of course, there are tradeoffs associated with these goals. For example, meeting strict requirements for performance can make it hard to meet a goal of affordability. The section, "Making Network Design Tradeoffs," later in this chapter discusses tradeoffs in more detail.

Scalability

Scalability refers to how much growth a network design must support. For many enterprise network design customers, scalability is a primary goal. Large companies are adding users, applications, additional sites, and external network connections at a rapid rate. The network design you propose to a customer should be able to adapt to increases in network usage and scope.

Planning for Expansion

Your customer should be able to help you understand how much the network will expand in the next year and in the next two years. (Ask your customer to analyze goals for growth in the next five years also, but be aware that not many companies have a clear five-year vision.) You can use the following list of questions to analyze your customer's short-term goals for expansion:

· How many more sites will be added in the next year? The next two years?

· How extensive will the networks be at each new site?

· How many more users will access the corporate internetwork in the next year? The next two years?

· How many more servers (or hosts) will be added to the internetwork in the next year? The next two years?

Availability

Availability refers to the amount of time a network is available to users and is often a critical goal for network design customers. Availability can be expressed as a percent uptime per year, month, week, day, or hour, compared to the total time in that period. For example, in a network that offers 24-hour, seven-days-a-week service, if the network is up 165 hours in the 168-hour week, availability is 98.21 percent.

Network design customers don't use the word availability in everyday English and have a tendency to think it means more than it does. In general, availability means how much time the network is operational. Availability is linked to redundancy, but redundancy is not a network goal. Redundancy is a solution to the goal of availability. Redundancy means adding duplicate links or devices to a network to avoid downtime.

Network Performance

When analyzing technical requirements for a network design, you should isolate your customer's criteria for accepting the performance of a network, including throughput, accuracy, efficiency, delay, and response time.

Many mathematical treatises have been written on network performance. This book approaches network performance in a practical and mostly non-mathematical way, avoiding the daunting equations that appear in mathematical treatments of performance. Although the equations are much simpler than they seem, they are usually not necessary for understanding a customer's goals. The objective of this section is to offer an uncomplicated view of network performance, including real-world conclusions you can draw when there is no time to do a mathematical analysis.

Security

Security design is one of the most important aspects of enterprise network design, especially as more companies add Internet and extranet connections to their internetworks. An overall goal that most companies have is that security problems should not disrupt the company's ability to conduct business. Network design customers need assurances that a design offers some protection against business data and other resources getting lost or damaged. Every company has trade secrets, business operations, and equipment to protect. 

The first task in security design is planning. Planning involves analyzing risks and developing requirements. This chapter briefly discusses security planning. Chapter 8, "Developing Network Security and Network Management Strategies," covers planning for secure networks in more detail

Manageability

Every customer has different objectives regarding the manageability of a network. Some customers have precise goals, such as a plan to use the Simple Network Management Protocol (SNMP) to record the number of bytes each router receives and sends. Other clients have less specific goals. If your client has definite plans, be sure to document them, because you will need to refer to the plans when selecting equipment. In some cases, equipment has to be ruled out because it does not support the management functions a customer requires.

To help customers who don't have specific goals, you can use International Organization for Standardization (ISO) terminology to define network management functions:

Usability

A goal that is related to manageability, but is not exactly the same as manageability, is usability. Usability refers to the ease-of-use with which network users can access the network and services. Whereas manageability focuses on making network managers' jobs easier, usability focuses on making network users' jobs easier. 

It is important to gain an understanding of how important usability is to your network design customer, because some network design components can have a negative affect on usability. For example, strict security policies can have a negative affect on usability (which is a tradeoff that most customers are willing to make, but not all customers). You can plan to maximize usability by deploying user-friendly host-naming schemes and easy-to-use configuration methods that make use of dynamic protocols, such as the Dynamic Host Configuration Protocol (DHCP).

Adaptability

When designing a network, you should try to avoid incorporating any elements that would make it hard to implement new technologies in the future. A good network design can adapt to new technologies and changes. Changes can come in the form of new protocols, new business practices, new fiscal goals, new legislation, and a myriad of other possibilities. For example, some states have enacted environmental laws that require a reduction in the number of employees driving to work. To meet the legal requirement to reduce automobile emissions, companies need their remote-access designs to be flexible enough to adapt to increasing numbers of employees working at home.

The adaptability of a network affects its availability. For example, consider the need for a network to adapt to environmental changes. Some networks must operate in environments that change drastically from day to night or from winter to summer. Extreme changes in temperature can affect the behavior of electronic components of a network. A network that cannot adapt cannot offer good availability.

Affordability

The final technical goal this chapter covers is affordability. Affordability is sometimes called cost-effectiveness. Most customers have a goal for affordability, though sometimes other goals such as performance and availability are more important. Affordability is partly a business goal, and, in fact, was discussed in Chapter 1, "Analyzing Business Goals and Constraints." It is covered again in this chapter because of the technical issues.

The primary goal of affordability is to carry the maximum amount of traffic for a given financial cost. Financial costs include non-recurring equipment costs and recurring network operation costs.

Technical Goals Checklist

You can use the following checklist to determine if you have addressed all your client's technical objectives and concerns:

· I have documented the customer's plans for expanding the number of sites, users, and servers/hosts for the next year and next two years.

· The customer has told me about any plans to migrate departmental servers to server farms or intranets.

· The customer has told me about any plans to migrate an SNA network to the multiprotocol internetwork.

· The customer has told me about any plans to implement an extranet to communicate with partners or other companies.

· I have documented a goal for network availability in percent uptime and/or MTBF and MTTR.

· I have documented any goals for maximum average network utilization on shared segments.

· I have documented goals for network throughput.

	Table 2-3. Network Applications Technical Requirements

	Name of Application 
	Type of Application 
	New Application? (Yes or No) 
	Criticality 
	Cost of Downtime 
	Acceptable MTBF 

	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 

	 
	 
	 
	 
	 
	 


· I have documented goals for PPS throughput of internetworking devices.

· I have documented goals for accuracy and acceptable BERs.

· I have discussed with the customer the importance of using large frame sizes to maximize efficiency.

· I have identified any applications that have a more restrictive response-time requirement than the industry standard of less than 100 ms.

· I have discussed network security risks and requirements with the customer.

· I have gathered manageability requirements, including goals for performance, fault, configuration, security, and accounting management.

· Working with my customer, I have developed a list of network design goals, including both business and technical goals. The list starts with one overall goal and includes the rest of the goals in priority order. Critical goals are marked as such.

· I have updated the Network Applications chart to include the technical application goals shown in Table 2–3. 

Summary

This chapter covered technical requirements for a network design, including scalability, availability, network performance, security, manageability, usability, adaptability, and affordability. It also covered typical tradeoffs that must be made to meet these goals.

Analyzing your customer's technical and business goals prepares you to carry out the next steps in the top-down network design process, including making decisions regarding network technologies to recommend to a customer. Researchers who study decision models say that one of the most important aspects of making a sound decision is having a good list of goals. At this point in the network design process, you have gathered both business and technical goals. You should make a list of your customer's most important technical goals and merge this list with the list of business goals you made in Chapter 1.

Chapter 3. Characterizing the Existing Internetwork

According to Abraham Lincoln:

If we could first know where we are and whither we are tending, we could better judge what to do and how to do it.

Characterizing the Network Infrastructure

Characterizing the infrastructure of a network means developing a network map and learning the location of major internetworking devices and network segments. It also includes documenting the names and addresses of major devices and segments, and identifying any standard methods for addressing and naming. Documenting the types and lengths of physical cabling, and investigating architectural and environmental constraints, are also important aspects of characterizing the network infrastructure.

Developing a Network Map

Learning the location of major hosts, interconnection devices, and network segments is a good way to start developing an understanding of traffic flow. Coupled with data on the performance characteristics of network segments, location information gives you insight into where users are concentrated and the level of traffic a network design must support.

At this point in the network design process, your goal is to obtain a map of the already-implemented network. Some design customers may have maps for the new network design as well. If that is the case, then you may be one step ahead, but be careful of any assumptions that are not based on your detailed analysis of business and technical requirements.

Checking the Health of the Existing Internetwork

Studying the performance of the existing internetwork gives you a baseline measurement from which to measure new network performance. Armed with measurements of the present internetwork, you can demonstrate to your customer how much better the new internetwork performs once your design is implemented.

Many of the network-performance goals discussed in Chapter 2, "Analyzing Technical Goals and Constraints," are overall goals for an internetwork. Since the performance of existing network segments will affect overall performance, it is important that you study the performance of existing segments to determine how to meet overall network performance goals.

Tools for Characterizing the Existing Internetwork

This chapter has already mentioned some tools for characterizing an existing network, including network-discovery tools, protocol analyzers, SNMP tools, and Cisco IOS commands. To help you select tools, this section provides more information on tools.

Protocol Analyzers

A protocol analyzer is a fault-and-performance-management tool that captures network traffic, decodes the protocols in the captured packets, and provides statistics to characterize load, errors, and response time. Some analyzers include an expert system that automatically identifies network problems.

One of the best known protocol analyzers is the Sniffer Network Analyzer from Network Associates, Inc. (Network Associates purchased Network General, the original manufacturer of the Sniffer Network Analyzer, in 1997). The Sniffer network analyzer decodes hundreds of protocols and applies expert analysis to diagnose problems and recommend corrective action. Because the Sniffer network analyzer has been on the market longer than most other analyzers, it has the most sophisticated protocol decoding and expert system.

Network Health Checklist

You can use the following Network Health Checklist to assist you in verifying the health of an existing internetwork. The network health checklist is generic in nature and documents a best-case scenario. The thresholds might not apply to all networks.

· The network topology and physical infrastructure are well documented.

· Network addresses and names are assigned in a structured manner and are well documented.

· Network wiring is installed in a structured manner and is well labeled.

· Network wiring between telecommunications closets and end stations is generally no more than 100 meters.

· Network availability meets current customer goals.

· Network security meets current customer goals.

· No shared Ethernet segments are becoming saturated. (50 percent average network utilization in a 10-minute window.)

· No shared Token Ring segments are becoming saturated. (70 percent average network utilization in a 10-minute window.)

· No shared FDDI segments are becoming saturated. (70 percent average network utilization in a 10-minute window.)

· No WAN links are becoming saturated. (70 percent average network utilization in a 10-minute window.)

· No segments have more than one CRC error per million bytes of data.

· On Ethernet segments, less than 0.1 percent of packets are collisions. There are no late collisions.

· On Token Ring segments, less than 0.1 percent of packets are soft errors not related to ring insertion. There are no beacon frames.

· Broadcast traffic is less than 20 percent of all traffic on each network segment. (Some networks are more sensitive to broadcast traffic and should use a 10 percent threshold.)

· Wherever possible, frame sizes have been optimized to be as large as possible for the data-link layer in use.

· No routers are overutilized. (Five-minute CPU utilization is under 75 percent.)

· On an average, routers are not dropping more than 1 percent of packets. (For networks that are intentionally oversubscribed to keep costs low, a higher threshold can be used.)

· The response time between clients and hosts is generally less than 100 milliseconds (1/10 of a second).

Summary

This chapter covered techniques and tools for characterizing a network before designing enhancements to the network. Characterizing an existing network is an important step in top-down network design because it helps you verify that a customer's technical-design goals are realistic. It also helps you understand the current topology and locate existing network segments and equipment, which will be useful information when the time comes to install new equipment. As part of the task of characterizing the existing network, you should develop a baseline of current performance. Baseline performance measurements can be compared to new measurements once your design is implemented to demonstrate to your customer that your new design (hopefully) improves performance.

Chapter 4. Characterizing Network Traffic

This chapter describes techniques for characterizing traffic flow, traffic volume, and protocol behavior. The techniques include recognizing traffic sources and data stores, documenting application and protocol usage, and evaluating network traffic caused by common protocols. Upon completion of this chapter, you will be able to analyze network traffic patterns to help you select appropriate logical and physical network design solutions to meet a customer's goals.

The previous chapter talked about characterizing the existing network. Because analyzing the existing situation is an important step in a systems analysis approach to design, this chapter discusses characterizing traffic flow on the existing network. The chapter also covers new network design requirements, building on the first two chapters that covered business and technical design goals. This chapter refocuses on design requirements and describes requirements in terms of traffic flow, traffic load, protocol behavior, and quality of service (QoS) requirements.

Characterizing Traffic Flow

Characterizing traffic flow involves identifying sources and destinations of network traffic and analyzing the direction and symmetry of data traveling between sources and destinations. In some applications, the flow is bidirectional and symmetric. (Both ends of the flow send traffic at about the same rate.) In other applications, the flow is bidirectional and asymmetric. Client stations send small queries and servers send large streams of data. In a broadcast application, the flow is unidirectional and asymmetric.

This section talks about characterizing the direction and symmetry of traffic flow on an existing network and analyzing flow for new network applications.

Characterizing Traffic Load

To select appropriate topologies and technologies to meet a customer's goals, it is important to characterize traffic load with traffic flow. Characterizing traffic load can help you design networks with sufficient capacity for local usage and internetwork flows.

Because of the many factors involved in characterizing network traffic, traffic load estimates are unlikely to be precise. The goal is simply to avoid a design that has any critical bottlenecks. To avoid bottlenecks, you should research application usage patterns, idle times between packets and sessions, frame sizes, and other traffic behavioral patterns for application and system protocols.

Characterizing Traffic Behavior

To select appropriate network design solutions, you need to understand protocol and application behavior in addition to traffic flows and load. For example, to select appropriate LAN topologies, you need to investigate the level of broadcast traffic on the LANs. To provision adequate capacity for LANs and WANs, you need to check for extra bandwidth utilization caused by protocol inefficiencies and non-optimal frame sizes or retransmission timers.

Broadcast/Multicast Behavior

A broadcast frame is a frame that goes to all network stations on a LAN. At the data-link layer, the destination address of a broadcast frame is FF:FF:FF:FF:FF:FF (all ones in binary). A multicast frame is a frame that goes to a subset of stations. For example, a frame destined to 01:00:0C:CC:CC:CC goes to all Cisco routers that are running the Cisco Discovery Protocol (CDP) on a LAN.

Layer-2 internetworking devices, such as switches and bridges, forward broadcast and multicast frames out all ports. The forwarding of broadcast and multicast frames can be a scalability problem for large flat (switched or bridged) networks. A router does not forward broadcasts or multicasts. All devices on one side of a router are considered part of a single broadcast domain.

Characterizing Quality of Service Requirements

Analyzing network traffic requirements isn't quite as simple as identifying flows, measuring the load for flows, and characterizing traffic behavior such as broadcast and error-recovery behavior. You need to also characterize the QoS requirements for applications.

Just knowing the load ( bandwidth) requirement for an application is not sufficient. You also need to know if the requirement is flexible or inflexible. Some applications continue to work (although slowly) when bandwidth is not sufficient. Other applications, such as voice and video applications, are rendered useless if a certain level of bandwidth is not available. In addition, if you have a mix of flexible and inflexible applications on a network, you need to determine if it is practical to borrow bandwidth from the flexible application to keep the inflexible application working.

Network Traffic Checklist

You can use the following checklist to determine if you have completed all the steps for characterizing network traffic:

· I have identified major traffic sources and stores on the existing network and documented traffic flow between them.

· I have categorized the traffic flow for each application as being terminal/host, client/server, peer-to-peer, server/server, or distributed computing.

· I have estimated the bandwidth requirements for each application.

· I have estimated bandwidth requirements for routing protocols.

· I have characterized network traffic in terms of broadcast/multicast rates, efficiency, frame sizes, windowing and flow control, and error-recovery mechanisms.

· I have categorized the QoS requirements of each application.

Summary

This chapter provided techniques for analyzing network traffic caused by applications and protocols. The chapter discussed methods for identifying traffic sources and data stores, measuring traffic flow and load, documenting application and protocol usage, and evaluating quality of service (QoS) requirements.

Summary for Part I 

At this point in the network design process, you have identified a customer's network applications and the technical requirements for a network design that can support the applications. You should take another look at Table 4–4, "Network Applications Traffic Characteristics," and Table 2–3, "Network Applications Technical Requirements," to make sure you understand your customer's application requirements. If you want, you can merge these two tables so there is one row for each application.

A top-down methodology for network design focuses on applications. Chapter 1 covered identifying applications and business goals. Chapter 2 analyzed technical goals for applications and the network as a whole, such as availability, performance, and manageability. Chapter 3 concentrated on techniques for characterizing the existing network, and Chapter 4 refocused on technical requirements in terms of the network traffic characteristics of applications and protocols.

Part II: Logical Network Design
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Chapter 5. Designing a Network Topology

In this chapter, you will learn techniques for developing a network topology. A topology is a map of an internetwork that indicates network segments, interconnection points, and user communities. Although geographical sites can appear on the map, the purpose of the map is to show the geometry of the network, not the physical geography or technical implementation. The map is a high-level blueprint of the network, analogous to an architectural drawing that shows the location and size of rooms for a building, but not the construction materials for fabricating the rooms.

Designing a network topology is the first step in the logical design phase of the top-down network design methodology. To meet a customer's goals for scalability and adaptability, it is important to architect a logical topology before selecting physical products or technologies. During the topology design phase, you identify networks and interconnection points, the size and scope of networks, and the types of internetworking devices that will be required, but not the actual devices.

Hierarchical Network Design

To meet a customer's business and technical goals for a corporate network design, you might need to recommend a network topology consisting of many interrelated components. This task is made easier if you can "divide and conquer" the job and develop the design in layers.

Network design experts have developed the hierarchical network design model to help you develop a topology in discrete layers. Each layer can be focused on specific functions, allowing you to choose the right systems and features for the layer. For example, in Figure 5–1, high-speed WAN routers can carry traffic across the enterprise backbone, medium-speed routers can connect buildings at each campus, and switches and hubs can connect user devices and servers within buildings.

Redundant Network Design Topologies

Redundant network designs let you meet requirements for network availability by duplicating network links and interconnectivity devices. Redundancy eliminates the possibility of having a single point of failure on the network. The goal is to duplicate any required component whose failure could disable critical applications. The component could be a core router, a channel service unit (CSU), a power supply, a WAN trunk, a service provider's network, and so on.

Redundancy can be implemented in both campus and enterprise networks. Implementing redundancy on campus networks can help you meet availability goals for users accessing local services. Implementing enterprise-wide redundancy can help you meet overall availability and performance goals.

Designing a Campus Network Design Topology

Campus network design topologies should meet a customer's goals for availability and performance by featuring small broadcast domains, redundant distribution-layer segments, mirrored servers, and multiple ways for a workstation to reach a router for off-net communications. Campus networks should be designed using a hierarchical model so that the network offers good performance, maintainability, and scalability.

Virtual LANs

A virtual LAN (VLAN) is an emulation of a standard LAN that allows data transfer to take place without the traditional physical restraints placed on a network. A network administrator can use management software to group users into a VLAN so they can communicate as if they were attached to the same wire, when in fact they are located on different physical LAN segments. Because VLANs are based on logical instead of physical connections, they are very flexible.

Companies that are growing quickly cannot guarantee that employees working on the same project will be located together. With VLANs, the physical location of a user does not matter. A network administrator can assign a user to a VLAN regardless of the user's location. In theory, VLAN assignment can be based on applications, protocols, performance requirements, security requirements, traffic-loading characteristics, or other factors.

Designing an Enterprise Network Design Topology

Enterprise network design topologies should meet a customer's goals for availability and performance by featuring redundant LAN and WAN segments in the intranet, and multiple paths to extranets and the Internet. For customers who lack the funds or technical expertise to develop their own WANs, Virtual Private Networking (VPN) can be used to connect private enterprise sites via a service provider's public network or the Internet. This section covers enterprise topologies that include redundant WAN segments and paths to the Internet, and VPN.

Redundant WAN Segments

Because WAN links can be critical pieces of an enterprise internetwork, redundant (backup) WAN links are often included in an enterprise network topology. A WAN network can be designed as a full mesh or a partial mesh. A full-mesh topology provides complete redundancy. It also provides good performance because there is just a single-link delay between any two sites. However, as already discussed in this chapter, a full mesh is costly to implement, maintain, upgrade, and troubleshoot. A hierarchical partial-mesh topology, as shown previously in Figure 5–4, is usually sufficient.

Circuit Diversity

When provisioning backup WAN links, you should learn as much as possible about the actual physical circuit routing. Different carriers sometimes use the same facilities, meaning that your backup path is susceptible to the same failures as your primary path. You should do some investigative work to ensure that your backup really is a backup. Network engineers use the term circuit diversity to refer to the optimum situation of circuits using different paths.

Because carriers lease capacity to each other and use third-party companies that provide capacity to multiple carriers, it is getting harder to guarantee circuit diversity. Also, carriers often merge with each other and mingle their circuits after the merge. As carriers increasingly use automated techniques for physical circuit re-routing, it becomes even more difficult to plan diversity because the re-routing is dynamic.

Secure Network Design Topologies

This section discusses network security in relation to network topologies. Chapter 8, "Developing Network Security and Network Management Strategies," covers network security in more detail. The focus of this section is logical topologies, but physical security is also briefly mentioned.

Planning for Physical Security

When developing the logical topology of a network, you should begin to get an idea of where equipment will be installed. You should start working with your customer right away to make sure that critical equipment will be installed in computer rooms that have protection from unauthorized access, theft, vandalism, and natural disasters such as floods, fires, storms, and earthquakes. Physical security is not really an aspect of logical network design, but it is mentioned here because your logical topology might have an impact on it, and because the planning for physical security should start right away, in case there are lead times to build or install security mechanisms.

Summary

This chapter focused on techniques for developing a topology for a network design. Designing a network topology is the first step in the logical design phase of the top-down network design methodology. By designing a logical topology before a physical implementation, you can increase the likelihood of meeting a customer's goals for scalability, adaptability, and performance.

This chapter discussed three models for network topologies: hierarchical, redundant, and secure models. All of these models can be applied to both campus and enterprise network design. The models are not mutually exclusive. Your goal should be to design hierarchical, redundant, and secure models based on your customer's goals.

Chapter 6. Designing Models for Addressing and Naming

This chapter provides guidelines for assigning addresses and names to internetwork components, including networks, subnets, routers, servers, and end systems. The chapter focuses on Internet Protocol (IP) addressing and naming, but includes tips for AppleTalk, Novell NetWare, and NetBIOS environments also. To benefit most from this chapter, you should already have a basic understanding of IP addressing, including address classes and subnet masks.

This chapter illustrates the importance of using a structured model for network-layer addressing and naming. Without structure, it is easy to run out of addresses, waste addresses, introduce duplicate addresses and names, and use addresses and names that are hard to manage. To meet a customer's goals for scalability, performance, and manageability, you should assign addresses and names systematically

Guidelines for Assigning Network-Layer Addresses

Network-layer addresses should be planned, managed, and documented. Although an end system can learn its address dynamically, no mechanisms exist for assigning network or subnet numbers dynamically. These numbers must be planned and administered. Many vintage networks still exist where addressing was not planned or documented. These networks are hard to troubleshoot and do not scale.

The following list provides some simple rules for network-layer addressing that will help you architect scalability and manageability into a network design. These rules are described in more detail in later sections of this chapter.

Using a Hierarchical Model for Assigning Addresses

Hierarchical addressing is a model for applying structure to addresses so that numbers in the left part of an address refer to large blocks of networks or nodes, and numbers in the right part of an address refer to individual networks or nodes. Hierarchical addressing facilitates hierarchical routing, which is a model for distributing knowledge of a network topology among internetwork routers. With hierarchical routing, no single router needs to understand the complete topology. This chapter focuses on hierarchical addressing and routing for IP environments, but the concepts apply to other environments also.

Why Use a Hierarchical Model for Addressing and Routing?

Chapter 5, "Designing a Network Topology," talked about the importance of hierarchy in topology design. The benefits of hierarchy in an addressing and routing model are the same as those for a topology model:

· Support for easy troubleshooting, upgrades, and manageability

· Optimized performance

· Faster routing-protocol convergence

· Scalability

· Stability

· Fewer network resources needed (CPU, memory, buffers, bandwidth, and so on)

Designing a Model for Naming

Names play an essential role in meeting a customer's goals for usability. Short, meaningful names enhance user productivity and simplify network management. A good naming model also strengthens the performance and availability of a network. The goal of this section is to help you design naming models for multiprotocol internetworks that will meet your customer's goals for usability, manageability, performance, and availability.

Names are assigned to many types of resources in a typical internetwork—routers, servers, hosts, printers, and other resources. This section covers the naming of devices and networks. Providing names for users, groups, accounts, and passwords is not covered, although some of the guidelines for naming devices apply to these items also.

Summary

This chapter provided guidelines for assigning addresses and names in a multiprotocol internetwork environment. The chapter illustrated the importance of using a structured model for addressing and naming to make it easier to understand network maps, operate network management software, recognize devices in protocol analyzer traces, and meet a customer's goals for usability.

Structured addresses and names facilitate network optimization because they make it easier to code network filters on firewalls, routers, and switches. Structured addresses also help you implement route summarization, which decreases bandwidth utilization, processing on routers, and network instability.

Chapter 7. Selecting Bridging, Switching, and Routing Protocols

The goal of this chapter is to help you select the right bridging, switching, and routing protocols for your network design customer. The selections you make will depend on your customer's business and technical goals. To help you select the right protocols for your customer, the chapter covers the following attributes of bridging, switching, and routing protocols:

· Network traffic characteristics

· Bandwidth, memory, and CPU usage

· The approximate number of peer routers or switches supported

· The capability to quickly adapt to changes in an internetwork

· The capability to authenticate route updates for security reasons

Making Decisions as Part of the Top-Down Network Design Process

The next few chapters provide guidelines for selecting network design solutions for a customer. The decisions you make regarding protocols and technologies should be based on the information you have gathered on your customer's business and technical goals.

Researchers studying decision models say that one of the most important aspects of making a sound decision is having a good list of goals. In her book, The Can-Do Manager, published by the American Management Association, Tess Kirby says that there are four factors involved in making sound decisions:

Selecting Bridging and Switching Methods

Decision-making with regards to bridging and switching methods is simple, because the options are limited. If your network design includes Ethernet bridges and switches, you will most likely use transparent bridging with the spanning-tree protocol. You might also need a protocol for connecting switches that supports virtual LANs (VLANs). This protocol could be an adaptation of the Institute of Electrical and Electronic Engineers (IEEE) 802.10 protocol, the IEEE 802.1q protocol, or the Cisco Inter-Switch Link (ISL) protocol.

With Token Ring networks, your options include source-route bridging (SRB), source-route transparent (SRT) bridging, and source-route switching (SRS). To connect Token Ring and Ethernet LANs (or other dissimilar LANs), you can use translational or encapsulating bridging.

Selecting Routing Protocols

A routing protocol lets a router dynamically learn how to reach other networks and exchange this information with other routers or hosts. Selecting routing protocols for your network design customer is somewhat harder than selecting bridging protocols, because there are so many options. The decision is made easier if you can use a decision table, such as the one shown in Table 7–1. Armed with a solid understanding of your customer's goals and information on the characteristics of different routing protocols, you can make a sound decision about which routing protocols to recommend.

Characterizing Routing Protocols

All routing protocols have the same general goal: to share network reachability information among routers. Routing protocols achieve this goal in a variety of ways. Some routing protocols send a complete routing table to other routers. Other routing protocols send specific information on the status of directly connected links. Some routing protocols send periodic hello packets to maintain their status with peer routers. Some routing protocols include advanced information such as a subnet mask or prefix length with route information. Most routing protocols share dynamic (learned) information, but in some cases, static configuration information is more appropriate.

Routing protocols differ in their scalability and performance characteristics. Many routing protocols were designed for small internetworks. Some routing protocols work best in a static environment and have a hard time converging to a new topology when changes occur. Some routing protocols are meant for connecting interior campus networks, and others are meant for connecting different enterprises. The next few sections provide more information on the different characteristics of routing protocols. Table 7–4 at the end of this chapter summarizes the comparison of various routing protocols.

Using Multiple Routing and Bridging Protocols in an Internetwork

When selecting routing and bridging protocols for a customer, it is important to realize that you do not have to use the same routing and bridging protocols throughout the internetwork. The criteria for selecting protocols are different for different parts of an internetwork. Some protocols, for example, RIP and RTMP, work well at the access layer of a topology, but are not appropriate for the distribution or core layers.

To merge a new network with an old network, it is often necessary to run more than one routing or bridging protocol. In some cases, your network design might focus on a new design for the core and distribution layers and need to interoperate with existing access-layer routing and bridging protocols. As another example, when two companies merge, sometimes each company wishes to run a different routing protocol.

A Summary of IP, AppleTalk, and IPX Routing Protocols

Table 7–4 provides a comparison of various routing protocols to help you select a routing protocol based on a customer's goals for adaptability, scalability, affordability, security, and network performance.

	Table 7-4. Routing Protocol Comparisons

	 
	Distance-Vector or Link-State
	Interior or Exterior
	Classful or Classless
	Metrics Suported
	Scalability
	Convergence Time
	Resource Consumption
	Supports Security? Authenticates Routes? 
	Ease of Design, Configuration, and Troubleshooting

	RIP Version 1
	Distance-vector
	Interior
	Classful
	Hop count
	15 hops
	Can be long (if no load balancing)
	Memory: low CPU: low Bandwidth: high
	No
	Easy

	RIP Version 2
	Distance-vector
	Interior
	Classless
	Hop count
	15 hops
	Can be long (if no load balancing)
	Memory: low CPU: low Bandwidth: high
	Yes
	Easy

	IGRP
	Distance-vector 
	Interior
	Classful
	Bandwidth, delay, reliability, load 
	255 hops (default is 100)
	Quick (uses triggered updates and poison reverse)
	Memory: low CPU: low Bandwidth: high
	No
	Easy

	Enhanced IGRP
	Advanced Distancevector
	Interior
	Classless
	Bandwidth, delay, reliability, load
	1,000s of routers
	Very quick (uses DUAL algorithm)
	Memory: moderate CPU: low Bandwidth: low
	Yes
	Moderate

	OSPF
	Link-state
	Interior
	Classless
	Cost (100 million divided by bandwidth on Cisco routers)
	About 50 routers per area, about 100 areas
	Quick (uses link-state advertisements and hello packets)
	Memory: high CPU: high Bandwidth: low
	Yes
	Moderate

	BGP
	Path-vector
	Exterior
	Classless
	Value of path attributes and other configurable factors
	1,000s of routers
	Quick (uses update and keepalive packets, and withdraws routes)
	Memory: high CPU: high Bandwidth: low
	Yes
	Moderate

	IS-IS
	Link-state
	Interior
	Classless
	Configured path value, plus delay, expense, and errors
	1,000s of routers
	Quick (uses link-state advertisements)
	Memory: high CPU: high Bandwidth: low
	Yes
	Moderate

	RTMP
	Distance-vector
	Interior
	NA
	Hop count
	15 hops
	Can be long
	Memory: moderate CPU: moderate Bandwidth: high
	No
	Easy

	AURP
	Distance-vector
	Interior or exterior
	NA
	Hop count
	15 hops on each side
	Pretty quick (supports summarization)
	Memory: low CPU: moderate Bandwidth: low
	Yes
	Moderate

	IPX RIP
	Distance-vector
	Interior
	NA
	Ticks and hop count
	15 hops
	Pretty quick (uses immediate updates)
	Memory: moderate CPU: moderate Bandwidth: high
	No
	Easy

	NLSP
	Link-state
	Interior
	NA
	Cost (an integer between 1 and 63) and bandwidth 
	127 hops
	Quick (uses link-state packets and hierarchical routing)
	Memory: high CPU: high Bandwidth: low
	Yes
	Moderate


Summary

This chapter provided information to help you select the right bridging, switching, and routing protocols for your network design customer. The chapter covered scalability and performance characteristics of the protocols, and talked about how quickly protocols can adapt to changes.

Deciding on the right bridging, switching, and routing protocols for your customer will help you select the best switch and router products for the customer. For example, if you have decided that the design must support a routing protocol that can converge within seconds in a large internetwork, you will probably not recommend a router that only runs RIP.

Chapter 8. Developing Network Security and Network Management Strategies

This chapter concludes the discussion on logical network design. Two of the most important aspects of logical network design are security and network management. Both security and management are often overlooked during the design of a network because they are considered operational issues rather than design issues. However, if you consider security and management in the beginning, you can avoid scalability and performance problems that occur when security and management are added to a design after the design is complete. You can also consider tradeoffs while still in the logical design phase, and plan a solution that can meet security, manageability, and other types of goals.

Security and network management designs should be completed before the start of the physical design phase in case they have an effect on the physical design. For example, do they increase capacity requirements? Do you need a separate data path for network management? Do you need all traffic to go through encryption and decryption devices? (You might need to reconsider your logical topology, also. Remember that top-down network design is an iterative process that allows you to revisit preliminary solutions as you develop increasingly detailed plans.)

Network Security Design

Security is an especially hot topic for enterprise network designers these days because of increased Internet and extranet connections, increased electronic commerce on the Internet, and more telecommuters and mobile users accessing enterprise networks from remote sites.

To help you address the issues associated with increasing security requirements, this chapter lists the steps for developing a security strategy. This chapter also covers some common security techniques and some solutions for typical security challenges (such as securing the Internet connection, securing dial-up network access, securing network services, and securing user services).

Security Mechanisms

This section describes some typical ingredients of secure network designs. You can select from these ingredients when designing solutions for common security challenges, which are described in the "Selecting Security Solutions" section later in this chapter.

Authentication

Authentication identifies who is requesting network services. The term authentication usually refers to authenticating users, but it could refer to verifying a software process also. For example, some routing protocols support route authentication, whereby a router must pass some criteria before another router accepts its routing updates.

Most security policies state that to access a network and its services, a user must enter a login ID and password that are authenticated by a security server. To maximize security, one-time (dynamic) passwords can be used. With one-time password systems, a user's password always changes. This is often accomplished with a security card. A security card is a physical device about the size of a credit card. The user types a personal identification number (PIN) into the card. (The PIN is an initial level of security that simply gives the user permission to use the card.) The card provides a one-time password that is used to access the corporate network for a limited time. The password is synchronized with a central security card server that resides on the network. Security cards are commonly used by telecommuters and mobile users. They are not usually used for LAN access.

Selecting Security Solutions

The previous section described some typical ingredients of network security designs. This section provides some recipes for putting the ingredients together to meet the following security challenges:

· Securing the Internet connection

· Securing dial-up access

· Securing network services

· Securing user services

Network Management Design

A good network management design can help an organization achieve availability, performance, and security goals. Effective network management processes can help an organization measure how well design goals are being met and adjust network parameters if they are not being met. Network management also facilitates meeting scalability goals because it can help an organization analyze current network behavior, apply upgrades appropriately, and troubleshoot any problems with upgrades.

It is a good idea to approach network management design in the same way you approach any design project. Think about scalability, data formats, and cost/benefit tradeoffs. Network management systems can be very expensive. They can also have a negative effect on network performance.

Summary

Your goal as a network designer is to help your customer develop some strategies and processes for implementing security and management. You should also help your customer select tools and products to implement the strategies and processes.

Security is a major concern for most customers because of the increase in Internet connectivity and Internet applications, and because more users are accessing the enterprise network from remote sites. Management is also becoming a major concern as customers recognize the strategic importance of their internetworks.

Summary for Part II
This chapter concludes Part II of Top-Down Network Design. Part II concentrated on the logical design phase of the top-down network design methodology. During the logical design phase, a network designer develops a network topology based on knowledge gained about traffic flow and load in the requirements-analysis phase of network design. The designer also devises network-layer addressing and naming models, and selects bridging, switching, and routing protocols. The designer also develops security and network management strategies.

Developing a logical design is an important early step in network design. The logical design provides a network designer with a chance to focus on design goals, without delving too deeply into the details of the physical components of the network. By concentrating first on the logical architecture of the network, a designer can more accurately select technologies, capacities, and devices that will support the customer's goals. The logical design phase glues together the requirements-analysis phase, where traffic flow and technical and business goals are analyzed, and the physical design phase, where cabling, data-link-layer technologies, and devices are added to the final network architecture.

Part III: Physical Network Design

9 Selecting Technologies and Devices for Campus Networks
10 Selecting Technologies and Devices for Enterprise Networks
Chapter 9. Selecting Technologies and Devices for Campus Networks

Physical network design involves the selection of LAN and WAN technologies for campus and enterprise network designs. During this phase of the top-down network design process, choices are made regarding cabling, physical and data-link-layer protocols, and internetworking devices (such as hubs, switches, and routers). A logical design, which Part II covered, forms the foundation for a physical design. In addition, business goals, technical requirements, network traffic characteristics, and traffic flows, all of which were discussed in Part I, influence a physical design.

A network designer has many options for LAN and WAN implementations. No single technology or device is the right answer for all circumstances. The goal of Part III is to give you information about the scalability, performance, affordability, and manageability characteristics of typical options, to help you make the right selections for your particular customer.

LAN Cabling Plant Design

Because cabling is more of an implementation issue than a design issue, it is not covered in detail in this book. However, the importance of developing a good cabling infrastructure should not be discounted. While other components of a network design generally have a lifetime of a few years before the technology changes, the cabling infrastructure often must last for many years. It is important to design and implement the cabling infrastructure carefully, keeping in mind availability and scalability goals, and the expected lifetime of the design.

In many cases, your network design must adapt to existing cabling. Chapter 3, "Characterizing the Existing Internetwork," discussed the process for documenting the cabling already in use in building and campus networks, including the following:

LAN Technologies

This section covers data-link layer technologies that are available for LANs, including Ethernet, Token Ring, FDDI, and ATM. Ethernet is recommended for new campus networks because it provides superior scalability, manageability, and affordability. ATM also provides good scalability, but it is more complex and expensive than Ethernet.

Although work is being done on both 100-Mbps and Gigabit Token Ring, these technologies will mainly be used for upgrades to existing Token Ring networks rather than new networks. Work on 100-Mbps and Gigabit Ethernet began a few years before the Token Ring work, so there are many more product options for high-speed Ethernet compared to high-speed Token Ring.

Selecting Internetworking Devices for a Campus Network Design

At this point in the network design process, you have developed a network topology and should have an idea of which segments will be shared, switched, or routed. As covered in Chapter 5, "Designing a Network Topology," a flat topology is made up of hubs, bridges, and switches and is appropriate for small networks. A hierarchical topology is made up of bridges, switches, and routers and is more scalable and often more manageable than a flat topology.

Table 9–6 provides a review of the major differences between hubs (repeaters), bridges, switches, and routers.

An Example of a Campus Network Design

The goal of this section is to present a campus network design that was developed using the design methodology in this book. The section describes an actual network design that was developed for the Wandering Valley Community College. (The name of the college has been changed.) The example is based on a real network design. Some of the facts have been changed or simplified to preserve the privacy of the college, to protect the security of the college's network, and to make it possible to present a simple and easy-to-understand example.

Background Information for the Campus Network Design Project

Wandering Valley Community College (WVCC) is a small college in the western United States that is attended by about 400 full- and part-time students. The students do not live on campus. Approximately 30 professors teach courses in the fields of arts and humanities, business, social sciences, mathematics, computer science, the physical sciences, and health sciences. Many of the professors also have other jobs in the business community, and only about half of them have an office on campus. Approximately 15 administration personnel handle admissions, student records, and other operational functions. Three part-time network administrators manage the network.

The college wishes to attract and retain more students, many of whom leave the state to attend more prestigious colleges. The president of WVCC formed a Community Advisory Group whose mission was to determine why prospective students do not select WVCC. The group consisted of students, faculty, and business and civic leaders in the area. The group determined that many prospective students do not select WVCC because they perceive the computer facilities at WVCC to be inadequate.

Summary

This chapter covered the first step in the physical design phase of the top-down network design methodology: selecting technologies and devices for campus network designs. A physical design consists of cabling, Layer-2 protocol implementations, and network devices. The physical design depends on business objectives, technical requirements, traffic characteristics, and traffic flows, which Part I of this book discusses. The physical design builds on the logical design, which Part II discusses.

This chapter covered LAN cabling plant design and LAN technologies such as Ethernet, Fast EtherChannel, Token Ring, FDDI, and ATM. The chapter also provided some selection criteria you can use when choosing hubs, bridges, switches, and routers.

Chapter 10. Selecting Technologies and Devices for Enterprise Networks

This chapter presents technologies for the remote-access and wide area network (WAN) components of an enterprise network design. The chapter discusses physical and data link layer protocols and enterprise network devices, such as remote-access servers, routers, and WAN switches.

The chapter begins with a discussion of the following remote-access technologies:

Remote-Access Technologies

As organizations have become more mobile and geographically dispersed in the 1990s, remote-access technologies have become an important ingredient of many enterprise network designs. Enterprises use remote-access technologies to provide network access to telecommuters, employees in remote offices, and mobile workers who travel.

An analysis of the location of user communities and their applications should form the basis of your remote-access design. It is important to recognize the location and number of full- and part-time telecommuters, the extent that mobile users access the network, and the location and scope of remote offices. Remote offices include branch offices, sales offices, manufacturing sites, warehouses, retail stores, regional banks in the financial industry, and regional doctor's offices in the health-care industry. Remote offices are also sometimes located at a business partner's site, for example, a vendor or supplier.

Selecting Remote-Access Devices for an Enterprise Network Design

The previous sections discussed remote-access technologies. This section covers selecting devices to implement those technologies. Selecting remote-access devices for an enterprise network design involves choosing devices for remote users and for a central site. Remote users include telecommuters, users in remote offices, and mobile users. The central site could be the corporate headquarters of a company, the core network of a university that has branch campuses, a medical facility that connects doctors' offices, and so on.

Selecting Devices for Remote Users

Telecommuters and mobile users who access the central-site network less than two hours per day can use an analog modem. Modems should be selected carefully. Some modems are notoriously unreliable, especially when connecting to modems of a different brand or connecting to certain types of services. Before selecting modems, read articles in trade magazines and on the Web about the following modem characteristics:

· Reliability

· Interoperability with other brands of modems

· Interoperability with typical services

· Speed and throughput

· Latency

· Ease of setup

· Support for advanced features, such as compression and error-correction

· Cost

WAN Technologies

This section covers WAN technologies that are typical options for connecting geographically-dispersed sites in an enterprise network design. The section covers the most common and established WAN technologies, but the reader should also research new technologies as they gain industry acceptance. Wireless WAN technologies, for example, are not covered in this book, but are expected to greatly expand the options available for WAN (and remote-access) networks in the future. Low-orbit satellite, cellular, and radio-frequency wireless technologies will probably become popular options for voice, pager, and data services.

Recent changes in the WAN industry continue an evolution that began in the mid-1990s when the bandwidth and QoS requirements of corporations changed significantly due to new applications and expanded interconnectivity goals. As the need for WAN bandwidth accelerated, telephone companies upgraded their internal networks to use SONET and ATM technologies, and started offering new services to their customers, such as SMDS and Frame Relay. Today, an enterprise network architect has many options for WAN connectivity. The objective of this section is to present some of these options to help you select the right technologies for your customer

Selecting Devices and Service Providers for an Enterprise WAN Design

An enterprise WAN design is based on high-performance routers and WAN switches. This section covers selection criteria for those devices. It builds on information in Chapter 9, "Selecting Technologies and Devices for a Campus Network Design," which covered typical criteria for the selection of internetworking devices in general. The criteria in Chapter 9 (such as the number of ports, processing speed, media and technologies supported, MTTR and MTBF, and so on) apply to enterprise as well as campus devices.

Selecting Routers for an Enterprise WAN Design

Enterprise routers should offer high throughput, high availability, and advanced features to optimize the utilization of expensive WAN circuits. Selecting routers for an enterprise WAN network design is similar to selecting routers for a campus network design but often requires more care to avoid performance problems caused by an under-powered router that aggregates traffic from many networks.

When provisioning enterprise routers, keep in mind that in a hierarchical design, such as the designs discussed in Chapter 5, "Designing a Network Topology," a concentration of traffic from lower layers of the hierarchy aggregates at routers at the top of the hierarchy. This means you need to plan for adequate performance on the routers at the upper layers of the hierarchy.

An Example of a WAN Design

This section presents a WAN design that was developed using some of the design steps in this book. The section describes an actual network design that was developed for Klamath Paper Products. (The name of the company has been changed.) The example is based on a real network design, but some of the facts have been changed to preserve the privacy of the company and protect the security of the company's network, and to make it possible to present a simple and easy-to-understand example.

Background Information for the WAN Design Project

Klamath Paper Products, Inc., manufactures paper and packaging products, including office paper, newsprint, cartons, and corrugated boxes. They also manufacture wood pulp and chemicals used in the manufacturing of pulp and paper.

Klamath Paper Products (which will be called Klamath from now on) has approximately 15 sites in the western United States. Headquarters are in Portland, Oregon. Klamath employs around 1,500 people and has customers all over the world, with a large customer base in Asia.

Summary

This chapter continues the discussion of physical network design that was started in the previous chapter. It covers selecting technologies and devices for enterprise network designs, with a focus on the remote-access and WAN components of an enterprise network.

Remote-access technologies include PPP, ISDN, cable modems, and DSL. WAN technologies include the North American Digital Hierarchy, the European E system, SDH, leased lines, SONET, SMDS, Frame Relay, and ATM. There are many selection criteria you can use when choosing remote-access devices, enterprise routers, WAN switches, and a WAN service provider to implement these technologies. These criteria include the types of ports, protocols, and optimization and security features offered by the device or service pro

Summary for Part III
Chapter 10 concludes Part III, "Physical Network Design." Physical design involves the selection of media, technologies, and devices for campus and enterprise networks. A physical design consists of cabling, Layer-1 and Layer-2 protocol implementations, and network devices. The physical design depends on business objectives, technical requirements, traffic characteristics, and traffic flows, which Part I of this book discussed. The physical design builds on the logical design, which Part II discussed.

A network designer has many options for LAN and WAN technology choices for campus and enterprise networks. No single technology or device is the right answer for all circumstances. The goal of Part III was to present characteristics of typical options to help you make the right selections for your particular customer.

Part IV: Testing, Optimizing, and Documenting Your Network Design

11 Testing Your Network Design
12 Optimizing Your Network Design
13 Documenting Your Network Design
Chapter 11. Testing Your Network Design

Part IV of Top-Down Network Design covers the final steps in network design— testing, optimizing, and documenting your design. This chapter discusses testing your design, which is a critical step in a systems-analysis approach to network design. Testing will help you prove to yourself and your network design customer that your solution meets business and technical goals.

The chapter covers using industry tests to predict the performance of network components. It also covers building and testing a prototype system, and using network-management and modeling tools to anticipate the end-to-end performance and quality of service (QoS) that your design will provide. The chapter concludes with an example of a design and testing project for an actual customer, Umqua Systems, Inc.

Using Industry Tests

Vendors, independent test labs, and trade journals often publish information on the tests they have completed to verify the features and performance of particular network devices or network design scenarios. Some respected independent testing labs include the following:

· The Network Device Testing Laboratory run by Scott Bradner at Harvard University. Bradner's results are published on many vendors' Web pages, for example, Cisco Systems and 3Com Corporation.

· The Strategic Networks Consulting, Inc., (SNCI) lab. See SNCI's Web site at http://www.snci.com for more information.

· The Interoperability Lab at the University of New Hampshire (IOL). See IOL's Web site at http://www.iol.unh.edu for more information.

Building and Testing a Prototype Network System

The goal of this section is to help you itemize the tasks to build a prototype that verifies and demonstrates the behavior of a network system. A secondary goal is to help you determine how much of a network system must be implemented in a prototype to verify the design.

A prototype is an initial implementation of a new system that provides a model on which the final implementation will be patterned. A prototype allows a designer to validate the operation and performance of a new system. It should be functional, but does not need to be a full-scale implementation of the new system.

Tools for Testing a Network Design

This section discusses the types of tools that can be used to test a network design. The section also recommends some specific tools.

In general, the types of tools you can use to test your network design include the following:

An Example of a Network design Testing Scenario

This section discusses a network design and testing project that was completed for Umqua Systems, Inc., using some of the design steps described in this book and chapter. The example is based on a real network, but the name of the company has been changed, and some facts have been obscured to protect the privacy of the company.

Background Information for the Design and Testing Project at Umqua Systems, Inc.

Umqua Systems designs and manufactures specialized integrated circuits for the consumer electronics and digital-office markets. The design project for Umqua focused on the campus network that connects three buildings in close range to each other and one building about three miles away. The campus network connects approximately 400 engineering, sales, marketing, and finance employees.

Summary

Testing your network design is an important step in the design process that allows you to confirm that your design meets business and technical goals. By testing your design, you can verify that the solutions you have developed will provide the performance and QoS that your customer expects.

This chapter presented a systems-analysis approach to testing that includes writing concrete test objectives, verifiable acceptance criteria, test scripts, and test logs. The chapter also provided information on design and testing tools, including tools from Cisco Systems, WANDL, CACI Products Company, Make Systems, and NetPredict.

Chapter 12. Optimizing Your Network Design

Optimization is a critical design step for organizations that use high-bandwidth and delay-sensitive applications. To achieve business goals, these organizations expect their networks to use bandwidth efficiently, to control delay and jitter, and to support preferential service for essential applications. Internetworking vendors, such as Cisco Systems, and standards bodies, such as the Internet Engineering Task Force (IETF), offer numerous options to meet these expectations. This chapter introduces the reader to some of these options.

The chapter starts with a discussion of IP multicast techniques that minimize bandwidth utilization for multimedia applications. The chapter continues with a discussion of methods for optimizing network performance to meet quality of service (QoS) requirements. These methods allow applications to inform routers of their load and latency requirements, and let routers share QoS information amongst themselves and with policy servers.

Optimizing Bandwidth Usage with IP Multicast Technologies

One of the main reasons optimization techniques are required on internetworks is the increasing use of high-bandwidth multiple-user, multimedia applications. Such applications as distance learning, videoconferencing, and collaborative computing have a need to send streams of data to multiple users, without using excessive amounts of bandwidth or causing performance problems on many systems.

The IETF has developed several IP multicast standards that optimize the transmission of multimedia and other types of traffic across an internetwork. The standards identify multicast addressing techniques that avoid the extra traffic caused by many unicast point-to-point or broadcast traffic streams. They also specify how routers learn which network segments should receive multicast streams, and how routers route multicast traffic.

Optimizing Network Performance to Meet Quality of Service Requirements

In addition to optimizing bandwidth usage by adding IP multicast features to a network design, you may determine that optimization is also needed to meet QoS requirements. The "Characterizing Quality of Service Requirements" section in Chapter 4 talked about specifying the QoS that an application requires. This section covers some techniques for meeting those requirements.

NOTE
The focus of this section is meeting QoS requirements in a TCP/IP internetwork. For more information on QoS in an ATM environment, see the "ATM Quality of Service Specifications" section in Chapter 4, and the "Prioritization and Traffic Management on WAN Switches" section later in this chapter.

Cisco Internetwork Operating System Features for Optimizing Network Performance

The Cisco Internetwork Operating System (IOS) software provides a toolbox of optimization techniques to help you meet the challenges related to increasing traffic demands on campus and enterprise networks. The techniques range from proxy services that let you delegate specialized tasks to a router or switch, to advanced switching and queuing services to improve throughput and offer QoS functionality.

Proxy Services

Proxy services allow a router (or switch) to act as a surrogate for a service that is not available locally. Proxy services also support a router performing tasks beyond its typical duties to minimize delay and bandwidth usage. For example, a router can respond to keepalive packets on behalf of a remote device, rather than send the packets over a WAN or dial-up link.

NetWare servers running some versions of the NetWare Core Protocol (NCP), for example, send a keepalive message to all connected clients every 5 minutes. If clients are connected via dial-on-demand (DDR) circuits, the keepalive packets keep the DDR link active indefinitely. To avoid this problem, you can configure IPX watchdog spoofing on the router at the server end. This tells the router to respond to the keepalive messages locally, which allows the DDR link to be inactive for longer periods of time. Novell Sequenced Packet Exchange (SPX) spoofing does the same thing as IPX watchdog spoofing except for applications that use SPX instead of NCP.

Cisco WAN Switching Optimization Techniques

This section briefly covers some techniques that can be deployed on Cisco WAN switches to optimize the handling of multiple types of traffic, including voice, video, and data. In most WAN environments, a key design goal is to reduce the cost of operating a WAN by using bandwidth intelligently. To meet this goal, customers seek solutions such as the ones in this section that can dynamically allocate bandwidth where it is needed, avoid using bandwidth unnecessarily, and prioritize, manage, and control bandwidth usage.

Voice Activity Detection

Voice activity detection (VAD) saves bandwidth by generating data only when someone is speaking. Voice conversations tend to be 60 percent silence, so VAD is an effective way to dynamically free up bandwidth. Cisco WAN switches combine VAD with standards-based digital voice compression to achieve 8:1 bandwidth savings. The extra bandwidth is dynamically reallocated to applications that need it.

Detecting that voice traffic is present takes some time, which means that speech is actually present before the speech detector function recognizes it. To accommodate this condition, the voice card in a WAN switch sends the first few packets of speech as high priority packets to minimize delay. This avoids cutting off the first few syllables of a conversation.

Summary

To meet a customer's goals for network performance, scalability, availability, and manageability, you can recommend a variety of optimization techniques. Optimization provides the high bandwidth, low delay, and controlled jitter required by many critical business applications.

To minimize bandwidth utilization for multimedia applications that send large streams of data to many users, you can recommend IP multicast technologies. These technologies include multicast addressing, IGMP for allowing clients to join multicast groups, and various multicast routing protocols, such as MOSPF and PIM.

Chapter 13. Documenting Your Network Design

This chapter starts by providing advice on responding to a customer's request for proposal (RFP), and concludes with information on writing a design document when no RFP exists. The section "Contents of a Network Design Document" provides an outline of a typical design document, and specifies the topics that should be included in each part of the document. The section serves as a summary for Top-Down Network Design because it references each of the major steps of the top-down design methodology presented in this book.

At this point in the design process you should have a comprehensive design that is based on an analysis of your customer's business and technical goals, and includes both logical and physical components that have been tested and optimized. The next step in the process is to write a design document.

Responding to a Customer's Request for Proposal

An RFP lists a customer's design requirements and the types of solutions a network design must include. Organizations send RFPs to vendors and design consultants, and use the responses they receive to weed out suppliers that cannot meet requirements. RFP responses help organizations compare competing designs, product capabilities, pricing, and service and support alternatives.

Every RFP is different, but typically an RFP includes some or all of the following topics:

Contents of a Network Design Document

When your design document does not have to follow a format dictated by an RFP, or when a customer requests a follow-up document to a basic RFP response, you should write a design document that fully describes your network design. The document should include the logical and physical components of the design, information on technologies and devices, and a proposal for implementing the design. The following sections describe the topics that should be included in a comprehensive design document.

Executive Summary

A comprehensive design document can be many pages in length. For this reason, it is essential that you include at the beginning of the document an Executive Summary that succinctly states the major points of the document. The Executive Summary should be no more than one page and should be targeted at the managers and key project participants who will decide whether to accept your design.

Although the Executive Summary can include some technical information, it should not provide technical details. The goal of the summary is to sell the decision-makers on the business benefits of your design. Technical information should be summarized and organized in order of the customer's highest-priority objectives for the design project.

Summary

When a customer provides an RFP, your network design proposal should follow the format prescribed in the RFP. When not bound by an RFP, or when a customer expects comprehensive design documentation, you should develop a document that describes requirements, the existing network, the logical and physical design, and the budget and expenses associated with implementing the design.

The design document should include an executive summary and a primary project goal. It should also document the network topology, any addressing and naming schemes you designed, security recommendations, and information about protocols, technologies, and products. Results of your network design testing can be included to convince your customer of the validity of your design.
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Appendix A. Characterizing Network Traffic When Workstations Boot

This appendix shows the network traffic caused by a workstation booting on a network and setting up a network session. Each table shows typical workstation behavior for a particular protocol. The following protocols are represented:

· Novell NetWare

· AppleTalk

· TCP/IP

· TCP/IP with the Dynamic Host Configuration Protocol (DHCP)

· NetBIOS (NetBEUI)

· NetBIOS with a Windows Internet Name Service (WINS) server

· SNA

Novell NetWare Packets

Table A-1 shows the packets that a Novell NetWare client sends and receives when it boots.

	Table A-1. Packets for NetWare Client Initialization

	Packet Type
	Source
	Destination
	Packet Size in Bytes 
	Number of Packets
	Total Bytes

	Get nearest server
	Client
	Broadcast
	34
	1 
	34

	Get nearest server response
	Server or router
	Client
	66
	Depends on number of servers
	66 if 1 server

	Find network number
	Client
	Broadcast
	40
	1 
	40

	Find network number response
	Router
	Client
	40
	1
	40

	Create connection
	Client
	Server
	37
	1
	37

	Create connection response
	Server
	Client
	38
	1
	38

	Negotiate buffer size
	Client
	Server
	39
	1
	39

	Negotiate buffer size response
	Server
	Client
	40
	1
	40

	Logout old connections
	Client
	Server
	37
	1
	37

	Logout response
	Server
	Client
	38
	1
	38

	Get server's clock
	Client
	Server
	37
	1
	37

	Get server's clock response
	Server
	Client
	38
	1
	38 

	Download login.exe 
	Client
	Server
	50
	Hundreds, depending on buffer size 
	Depends

	Download login.exe response
	Server
	Client
	Depends on buffer size 
	Hundreds, depending on buffer size 
	Depends

	Login
	Client
	Server 
	37 
	1
	37

	Login response
	Server
	Client 
	38
	1
	38


AppleTalk Packets

Table A-2 shows the packets that an AppleTalk station sends and receives when it boots.

NOTE
An AppleTalk station that has already been on a network remembers its previous network number and node ID. It tries 10 times to verify that the network.node combination is still unique using the AppleTalk Address Resolution Protocol (AARP). If the AppleTalk station has never been on a network or if it has been moved, it sends 20 AARP multicasts: 10 multicasts with a provisional network number and 10 multicasts with a network number supplied by a router that responds to the ZIP GetNetInfo request. The example shows a station that has already been on a network.

TCP/IP Packets

Table A-3 shows the packets that a traditional TCP/IP station sends and receives when it boots. (Traditional means that the station is not running DHCP.)

	Table A-3. Packets for Traditional TCP/IP Client Initialization

	Packet Type
	Source 
	Destination
	Packet Size in Bytes 
	Number of Packets
	Total Bytes 

	ARP to make sure its own address is unique (optional) 
	Client 
	Broadcast
	28 
	1
	28

	ARP for any servers
	Client
	Broadcast
	28
	Depends on number of servers 
	Depends

	ARP for router
	Client
	Broadcast 
	28
	1
	28

	ARP response
	Server(s) or router
	Client
	28
	Depends on number of servers
	Depends


TCP/IP DHCP Packets

Table A-4 shows the packets that a TCP/IP station running DHCP sends and receives when it boots. Although a DHCP client sends more packets than a traditional TCP/IP station when initializing, DHCP is still recommended. The benefits of dynamic configuration outweigh the disadvantages of extra traffic and extra broadcast packets.

NOTE
Normally, DHCP servers attempt to deliver DHCP offer, DHCP ACK, and DHCP NAK messages directly to the client using unicast delivery. Some client implementations are unable to receive such unicast IP datagrams until the implementation has been configured with a valid IP address. This leads to a deadlock in which the client's IP address cannot be delivered until the client has been configured with an IP address.

A client that cannot receive unicast IP datagrams until its protocol software has been configured with an IP address sets the broadcast bit in the flags field in any DHCP discover or DHCP request messages the client sends. The broadcast bit tells the DHCP server to broadcast any messages back to the client on the client's subnet. The following example shows a client that set the broadcast bit.

NetBIOS (NetBEUI) Packets

Table A-5 shows the packets that a NetBIOS (NetBEUI) station sends and receives when it boots. In a Windows, Windows NT, LAN Manager, or LAN Server environment, Server Message Block (SMB) session-initialization packets follow the NetBIOS packets. The SMB packets are not shown.

	Table A-5. Packets for NetBIOS (NetBEUI) Client Initialization

	Packet Type
	Source 
	Destination
	Packet Size in Bytes 
	Number of Packets
	Total Bytes 

	Check name (make sure own name is unique) 
	Client
	Broadcast
	44 
	6 for each name
	264 if 1 name

	Find name for each server
	Client 
	Broadcast
	44
	Depends on number of servers 
	44 if 1 server

	Find name response
	Server(s)
	Client
	44
	Depends
	44 if 1 server

	Session initialize for each server
	Client 
	Server
	14
	Depends 
	14 if 1 server

	Session confirm
	Server
	Client
	14
	Depends
	14 if 1 server


NetBIOS with WINS Packets

Table A-6 shows the packets that a NetBIOS station configured with the address of a WINS server sends and receives when it boots. Using NetBIOS with a WINS server (instead of NetBEUI) is recommended because of the reduction in broadcast packets. In a Windows, Windows NT, LANManager, or LAN Server environment, SMB session-initialization packets follow the NetBIOS packets. The SMB packets are not shown.

	Table A-6. Packets for NetBIOS with WINS Client Initialization

	Packet Type
	Source 
	Destination
	Packet Size in Bytes 
	Number of Packets
	Total Bytes 

	Register name
	Client
	WINS server
	96 
	1 for each name
	96 if 1 name

	Register name response
	WINS server
	Client
	90
	1 for each name
	90 if 1 name

	Name query request for each server
	Client 
	WINS Server
	78
	Depends on number of servers 
	78 if 1 server

	Name query response
	WINS Server 
	Client
	90
	Depends 
	90 if 1 server

	Session initialize for each server
	Client 
	Server
	14
	Depends
	14 if 1 server

	Session confirm
	Server
	Client
	14
	Depends 
	14 if 1 server


SNA Packets

Table A-7 shows the packets that a typical SNA station sends and receives when it boots. Note that the SNA example does not include any NetBIOS or other packets necessary to reach an SNA gateway, although the example is based on a Token Ring network that had a gateway.

	Table A-7. Packets for SNA Client Initialization

	Packet Type
	Source 
	Destination
	Packet Size in Bytes 
	Number of Packets
	Total Bytes 

	LLC test
	Client
	Broadcast 
	3
	1
	3

	LLC test response
	Host or gateway 
	Client
	3
	1 
	3

	LLC XID 
	Both
	Both 
	3
	2
	6

	LLC SABME
	Host or gateway
	Client
	3
	1
	3

	LLC SABME response
	Client
	Host or gateway
	3
	1 
	3

	ACTPU
	Host
	Client 
	40
	1
	40

	ACTPU response
	Client
	Host 
	51
	1
	51

	ACTLU
	Host
	Client 
	34
	1
	34

	ACTLU response
	Client
	Host 
	47
	1
	47
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Glossary

A

ABR—available bit rate. 
1. QoS class defined by the ATM Forum for ATM networks. ABR provides a feedback mechanism that lets traffic sources adapt their transmissions to changing network conditions to facilitate low cell loss and the fair sharing of available bandwidth. ABR provides no guarantees in terms of cell loss or delay. Compare with CBR, UBR, and VBR. 2. area border router. Router located on the border of one or more OSPF areas that connects those areas to the backbone network

access layer— 

One of three layers in a hierarchical network topology, the access layer provides users on local segments access to the internetwork. Compare with core layer and distribution layer
B

backbone— 

A network that connects many other networks and acts as the primary path for traffic between those networks

backup links— 

Physical redundant connections between network devices

C

cable modem— 

A modem that operates over the coaxial cable that is used by cable TV providers. Because the coaxial cable provides greater bandwidth than telephone lines, a cable modem offers much faster access than an analog modem

CAC—connection admission control. 

Set of actions taken by an ATM switch during connection setup that determines whether a connection's requested QoS violates the QoS guarantees for established connections

D

data-link layer— 

Layer 2 of the OSI reference model. This layer provides reliable transit of data across a physical link. The data-link layer is concerned with physical addressing, network topology, line discipline, error notification, ordered delivery of frames, and flow control. The IEEE has divided this layer into two sublayers: the MAC sublayer and the LLC sublayer.

data store— 

An area in a network where application-layer data resides. A data store can be a server, a set of servers, a mainframe, a tape backup unit, a digital video library, or any device or component of an internetwork where large quantities of data are stored. Sometimes called a data sink.

E

E1— 

Wide-area digital transmission scheme used predominantly in Europe that carries data at a rate of 2.048 Mbps. E1 lines can be leased for private use from common carriers

efficiency— 

A measure of how much overhead is required to produce a certain amount of data throughput on a network. Overhead includes frame headers and trailers, acknowledgments, tokens and other MAC mechanisms, and flow-control mechanisms

F

Fast Ethernet— 

Any of a number of 100-Mbps Ethernet specifications. Fast Ethernet offers a speed increase ten times that of the original IEEE 802.3 specification, while preserving such qualities as frame format, MAC mechanisms, and frame size

FDDI— 

Fiber Distributed Data Interface. LAN standard specifying a 100-Mbps token-passing network using fiber-optic cable and a dual-ring architecture to provide redundancy

G

Gigabit Ethernet— 

1000-Mbps LAN technologies specified in IEEE 802.3z. Gigabit Ethernet offers a speed increase 100 times that of the original IEEE 802.3 specification, while preserving such qualities as frame format, MAC mechanisms, and frame size

goodput— 

Generally referring to the measurement of actual data successfully transmitted from the sender(s) to receiver(s). In an ATM network, this is often a more useful measurement than the number of ATM cells-per-second throughput of an ATM switch if that switch is experiencing cell loss that results in many incomplete, and therefore unusable, frames arriving at the recipient

H

H.320— 

Suite of international standard specifications for videoconferencing over circuit-switched media such as ISDN, fractional T1, or switched-56 lines

H.323— 

Extension of H.320 that enables videoconferencing over LANs and other packet-switched networks, as well as video over the Internet

I

IANA—Internet Assigned Numbers Authority. 

Organization operated under the auspices of the ISOC that delegates authority for IP address-space allocation, domain-name assignment, and autonomous system number assignment to the NIC and other organizations. IANA also maintains a database of assigned protocol identifiers used in the TCP/IP protocol stack.

ICMP—Internet Control Message Protocol. 

Network-layer TCP/IP protocol that reports errors and provides other information relevant to IP packet processing. Documented in RFC 792.

J

jitter— 

Communication line distortion caused by the variation of a signal from its reference timing positions.

K

keepalive message— 

Message sent by one network device to inform another network device that the virtual circuit between the two is still active.

Kerberos— 

An authentication system that provides user-to-host security for application-layer protocols such as FTP and Telnet

L

L2TP— 

Layer-2 Tunneling Protocol. An emerging IETF standard for tunneling private data over public networks.

LAN— 

local area network. High-speed, low-error data network covering a relatively small geographic area (up to a few thousand meters). LANs connect workstations, peripherals, terminals, and other devices in a single building or other geographically- limited area

M

MAC—Media Access Control. 

Lower of the two sublayers of the data-link layer defined by the IEEE. The MAC sublayer handles access to shared media, such as whether token passing or contention will be used

MAC address— 

Standardized data-link layer address that is required for every port or device that connects to a LAN. Other devices in the network use these addresses to locate specific ports in the network. MAC addresses are six bytes long and include a 3-byte vendor code that is controlled by the IEEE. Also referred to as a hardware address, MAC-layer address, or physical address. Compare with network address
N

NAT—Network Address Translation. 

Mechanism for reducing the need for globally unique IP addresses. NAT allows an organization with addresses that are not globally unique to connect to the Internet by translating those addresses into globally-routable addresses

NBMA—nonbroadcast multiaccess. 

Term describing a multiaccess network that does not inherently support broadcasting, for example, ATM

O

OC—Optical Carrier. 

Series of physical protocols (OC-1, OC-2, OC-3, and so on) defined for SONET optical signal transmissions. OC signal levels put STS frames onto fiber-optic lines at a variety of speeds. The base rate is 51.84 Mbps (OC-1); each signal level thereafter operates at a speed divisible by that number (thus, OC-3 runs at 155.52 Mbps).

offered load— 

The sum of all the data all network nodes have ready to send at a particular time

P

packet— 

Logical grouping of information that includes a header containing control information and (usually) user data. Packets are most often used to refer to network- layer units of data

PAP—Password Authentication Protocol. 

Authentication protocol that allows PPP peers to authenticate one another. Unlike CHAP, PAP passes the password and host name or username in clear text (unencrypted). Compare with CHAP
Q

QoS—quality of service. 

Measure of performance for a transmission system that reflects its transmission quality and service availability

queue— 

1. Generally, an ordered list of elements waiting to be processed. 2. In routing, a backlog of packets waiting to be forwarded over a router interface

R

RADIUS—Remote Authentication Dial-In User Server. 

Protocol and database for authenticating users, tracking connection times, and authorizing services permitted to users. A remote-access server acts as a client of a RADIUS server

RARP—Reverse Address Resolution Protocol. 

Protocol in the TCP/IP stack that provides a method for a diskless station to determine its IP address when its MAC address is known. Compare with ARP
S

SAP—Service Advertising Protocol. 

IPX protocol that provides a means of informing network clients about available network resources and services via routers and servers

scalability— 

Capacity of a network to keep pace with changes and growth

T

T1— 

Digital WAN facility provided by telephone companies in the United States. T1 transmits DS-1-formatted data at 1.544 Mbps. T1 lines can be leased for private use

TA—terminal adapter. 

Device used to connect an interface to an ISDN service.

U

UBR—unspecified bit rate. 

QoS class defined by the ATM Forum for ATM networks. UBR allows any amount of data up to a specified maximum to be sent across the network, but there are no guarantees in terms of cell loss rate and delay. Compare with ABR, CBR, and VBR
UDP—User Datagram Protocol. 

Connectionless transport layer protocol in the TCP/IP protocol stack. UDP is a simple protocol that exchanges datagrams without acknowledgments or guaranteed delivery, requiring that error processing and retransmission be handled by other protocols. UDP is defined in RFC 768

V

VAD—voice activity detection. 

A technology that compresses voice traffic by not sending packets in the absence of speech. Other types of traffic can use the extra bandwidth saved.

variance— 

1. In statistics, a measurement of how widely data disperses from the mean. 2. In Cisco System routers, a routing feature that allows IGRP and Enhanced IGRP to load balance traffic across multiple paths that do not have the same bandwidth, but whose bandwidth varies by some small amount that is configurable

W

WAN—wide area network. 

Data communications network that serves users across a broad geographic area and often uses transmission devices provided by common carriers.

watchdog packet— 

Used to ensure that a client is still connected to a NetWare server. If the server has not received a packet from a client for a certain period of time, it sends the client a series of watchdog packets. If the station fails to respond to a predefined number of watchdog packets, the server concludes that the station is no longer connected and clears the connection for that station

X

X.25— 

International standard that defines how a connection between a DTE and DCE is maintained for remote terminal access and computer communications in packet-switched networks.

xDSL— 

Group term that refers to the different varieties of digital subscriber line, such as ADSL and HDSL.

Z

ZIP—Zone Information Protocol. 

AppleTalk protocol that maps network numbers to zone names

ZIP storm— 

Undesirable network event in which many ZIP queries are sent on numerous network segments.



Pag. 4

