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Abstract—Low-bandwidth communication channels are
used to support the information exchange between a mi-
crogrid centralized controller and local controllers in the
secondary frequency control of an islanded microgrid.
However, the impact of the inherent time delay in these
communication channels on the microgrid performance
has not been taken into account when the secondary
frequency controller is designed. This paper investigates
the effect of the communication delays on the secondary
frequency control of an islanded microgrid with multiple
distributed generators. A small-signal model-based method
is introduced for the microgrid to find delay margins below
which the microgrid can remain stable. By performing a
series of trial studies, the relationships between secondary
frequency control gains and delay margins are obtained. A
gain scheduling approach is also proposed to compensate
the effect of the communication delay on the secondary
frequency control. Results from the Canadian urban dis-
tribution system have verified that communication delays
can adversely affect the microgrid secondary frequency
control, and the proposed gain scheduling approach can
improve the robustness of the microgrid secondary fre-
quency controller to communication delays.

Index Terms—Communication delays, gain schedul-
ing, microgrid, secondary frequency control, small-signal
model.

[. INTRODUCTION

HE increasing penetration of distributed generation (DG)

units and distributed storage (DS) units into a power grid
makes the operation and control of a power distribution system
quite challenging. Being an integrated energy system that com-
prises interconnected loads, i.e., DG and DS units, a microgrid
is introduced to better organize the distribution system [1]-[4].
The two operation modes of the microgrid include the grid-
connected mode and the islanded mode. In the grid-connected
mode, the microgrid adjusts real and reactive power profiles by
injecting a certain amount of real and reactive power into the
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Fig. 1. Canadian urban benchmark distribution system.

main grid or absorbing from it. In the islanded mode, due to
the lack of the main grid as a reference, the microgrid has to
maintain its stable operation by coordinating all the elements of
its own. The islanded operation, which is the focus of this paper,
may result from either preplanned maintenance operations or
unplanned switch incidents [5].

The microgrid control with inverter-based DGs mainly refers
to the inverter control due to the fact that it is commonly
interfaced with the prime mover of each DG via a power-
electronic inverter. For a microgrid with several inverters
connecting with each other in parallel, droop controllers are
conventionally used to regulate the real and reactive power of
each inverter, including real-power/frequency droop controllers
and reactive power/voltage droop controllers [6], [7]. While
the droop control can achieve good real and reactive power
regulation performance, it has several drawbacks such as inca-
pability of sharing nonlinear loads, sensitivity to output and line
impedances, and incapability of removing frequency deviations
without frequency recovery loops [8], [9].

To restore its frequency to the nominal value in an islanded
microgrid, a hierarchical inverter control structure has been
proposed [10]-[15]. It includes a secondary controller in a mi-
crogrid centralized controller (MGCC) at the low-voltage side
of a substation and local primary inverter controllers (LCs) for
all the DGs and DSs in a microgrid. For example, Fig. 1 shows
the studied Canadian urban benchmark distribution system pro-
posed in [16] and this paper. In the primary frequency control,
the LCs act fast to stabilize the frequency dynamics in case
of load changes and disturbances because of their negligible
inertias. In the frequency restoration, the secondary controller
in MGCC generates supplementary real-power set points for the
LCs and sends them through low-bandwidth communication
channels.
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While this hierarchical controller can eliminate frequency
deviations of the droop controllers, it involves communications
between MGCC and LCs. Until now, most researches on the
hierarchical inverter control in literature have assumed that
communication delays between the secondary controller and
LCs are negligible. However, as a variety of open communi-
cation infrastructures including Ethernet, Internet, WiMax, and
WiFi are increasingly implemented for smart grid communica-
tions, power control and measurement signals may be delayed
or dropped during their transmission [17]-[21]. In terms of
network-induced time delays, their characteristics can be con-
stant, bounded, or random, depending on the inner mechanisms
of the communication systems adopted [22]. Aside from time
delays, sampling rates in these communication systems might
also affect the microgrid performance. However, sampling rates
of these communication systems are very fast, such as Ethernet
(Megabits date rats), Wireless Ethernet (Gigabit date rates), and
Power Line Communication (9600 to 19200 b/s). In contrast,
the data volume of the secondary control signals in the studied
microgrid is less than 100 bytes [23]. Thus, the communication
delay is the focus of this paper. In fact, time delays are inherent
in these communication infrastructures. This indicates that it
is critical to take the impact of communication delays into
account when the hierarchical inverter control is designed for
microgrids.

The objective of this paper is to study the hierarchical
inverter control by taking into account the communication
delay effect in islanded microgrids. We mainly focus on the
microgrid with inverter-based DGs such as photovoltaics (PVs)
and fuel cells [24]-[26]. These inverter-based DGs can act
very fast to load changes and disturbances because of their
negligible inertias. After receiving the supplementary set points
generated by the secondary controller in the MGCC, these
DGs can take action in a short time. Therefore, we believe
communication delays could adversely affect this type of mi-
crogrid. To verify this point, the impact of communication
delay on the performance of an islanded microgrid is inves-
tigated. A small-signal model-based method is introduced to
determine the communication delay margin below which the
microgrid system can stay stable. By conducting a series of trial
studies, we find the relationships between delay margins and
secondary frequency control gains. To compensate the commu-
nication delay effect on the system performance, a new gain-
scheduling frequency control approach is also proposed for the
islanded microgrid. Studies of the Canadian urban benchmark
distribution system have validated the impact of communi-
cation delays on the microgrid performance and the effec-
tiveness of the proposed gain-scheduling frequency control
approach.

The remainder of this paper is organized as follows. The
effect of communication delays on the microgrid is investi-
gated in Section II. A gain-scheduling approach is proposed
to compensate the communication delay effect in Section III.
Results of the Canadian urban distribution system are shown to
validate the proposed analysis and gain-scheduling approach in
Section IV. In Section V, more discussions on the hierarchical
frequency control are made. Finally, Conclusions and future
work are summarized in Section VI.
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Fig. 2. Structure of the multi-DG system two-level control.

Il. ANALYSIS OF THE TIME-DELAY EFFECT ON THE
ISLANDED MICROGRID PERFORMANCE

A. Small-Signal Model of the Islanded Microgrid With
Communication Delays

The Canadian urban benchmark distribution system shown in
Fig. 1 is used to investigate the secondary frequency control of
microgrids here. It has been used in several microgrid studies
[16], [27], [28]. The detailed parameters of the system is shown
in Tables I and II in Appendix B. The utility source is 120 kV,
and the 12.5-kV substation is connected to the grid through
a circuit breaker (CB) and a substation transformer with a
capacity of 10 MVA. A 2.75-Mvar capacitor bank is located
at the substation. Four inverter-based DGs (three-phase 208 V)
are evenly distributed along the feeder. They are connected
to the feeder through the step-down transformers and the DG
terminals are from Node 6 to Node 9 in sequence. The constant
impedance load model with power factor 0.95 is adopted to
represent the local load of each generator. Since our focus is
the communication delay effect on the microgrid dynamics, the
measurement filter of active power in the inverter side has not
been included.

The small-signal model of this microgrid consists of three
blocks, including the DG block, the network block, and the load
block, as well as the interface block. The model of the inverter-
based DG with the secondary controller is described as follows.

The hierarchical control structure of the microgrid is shown
in Fig. 2. The power control loop of the local primary controller
of a DG inverter consists of a power control and an inner
current loop, to regulate the inverter output power by tracking
given real-power set points. Both the power and current con-
trollers are proportional-integral (PI) controllers. The power
controller is

Kip;
(Kpm' + . > (Prself?i + Prlgf(% - Pi) (H

Z'drefi = s
) Kipi
lgrefi = (Kppi + :) (Qrefi — Qi) (2)

where iger; and 7grer; are the components of the current set
points on d-axis (direct) and g¢-axis (quadrature) of the ith
DG, and K,,; and Kj, are the proportional and integral
control gains of the ith DG, respectively; Pib;i is the ith DG
supplementary real-power set point assigned by the secondary
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frequency controller of MGCC; P2f is the corrective real-

power set point generated by the power control of th DG; and
P; and Q; are the instantaneous real and reactive power. Qef;
is the reactive power set point of ¢th DG. Since the focus of
this paper is the frequency control, only a real-power control
structure is shown in Fig. 2

K\ . )

Vg = (Kpii + s) (dreti — idi) (3)
K\ . )

Vqi = (Kpii + s ) (@qrefi - Zqi) (4)

where vg; and v,; are the components of the voltage set points
on d- and g-axis of the ith DG, i4; and i,4; are the instantaneous
currents of the ith DG.
The w — P characteristic of the frequency droop control can
be described as
pb¢

refi —

Koi(wo — w;) &)

where K, is the droop control gain, P2f is the corrective
power set point due to frequency variations. The secondary

frequency control is

K

Pil; = (pri + ) (wo — wi) (6)

where Prs(gi is the supplementary power set point of the ith DG
assigned by the secondary frequency controller, K,.,; and K;,;
are proportional and integral control gains, respectively; wy is
the nominal frequency reference; and w; is the instantaneous
frequency obtained from a phase-locked loop (PLL). As shown
in Fig. 2, a PLL is also installed at the MGCC to measure the
microgrid frequency.
The PLL model can be expressed as

KiprLs
WPLL; = (KpPLLi + ZLL ) Vi — wo (7)

where wprr,; is the tracked voltage frequency, V,; is the g-
axis voltage obtained by using the abc—dgq transformation, wy
is the nominal frequency, and Kpr1,; and K;pr1; are the PI
controller gains of the ith DG.

The second part of the microgrid model is the network block,
which can be written in a common reference frame as follows:

Ai,] [G —-B][AV, g
Aiy| T |B G ||AV, ®

where the matrices G and B are acquired from the network

system admittance matrix and Vi = [V1, Via, ..., VW]T,
_ T s s . .

Vy— [‘/1‘/17‘/1/27"'7‘/2;n] > and 1x = [276177’:1627"'77’.’1571/] 5

. _ . . . T

Iy = [ZylvzyQa“'van] :

The third part of the microgrid small-signal model is the
interface block. Among mathematic equations obtained above,
each DG model is developed in its own d—gq reference frame.
To develop the small-signal model of the microgrid, all the volt-
ages and currents must be transformed to the common reference
x—y frame. The reference frame transformation between local

Fig. 3. Reference frame transformation.

d—q reference frame and the common x—y reference frame is
shown in Fig. 3. The interface equations are

AV a4=CoAV4—V,0SoAd+ SOAVy —|—Vy()CoA(5 9)

AV 4=S0AVy—V40CoA5+CoAVy+VyoSeAs (10)
Aix =CoAig —id0SoAd—SoAig—igoCoAS (11)
Aiy =SpAiq+ia0CoAd+CoAig—igoSoAd (12)

where J; is the individual inverter terminal voltage phase angle in
the x—y reference frame, and the diagonal matrices Cg and S
are defined as Co = diag{cos(d;p)} and Sg = diag{sin(d;o)},
respectively.

Based on the aforementioned discussion and our previous
work [16], the state space of the overall system is formulated
as the following descriptor system:

EAx = AAx + Fro (13)

where x = [0, w, iq, iq, ldref, igref, Ud, Uq, P, Q, Prer, Va,
Vq,ix,iy,V,mVy]T, r,0 = [wo]”, E is a system matrix,
which is singular, A is the system matrix, and F is a parameter
matrix.

By leaving all the derivatives of the state variables on the
left sides of the physical equations and moving other parts to
the right sides of these equations, (13) can be derived. In the
descriptor system, matrix F is squared and can be singular,
which is not necessarily an identical matrix as in the case
of regular systems. Components of £ and A are shown in
Appendix A.

Consider a time delay 7 exists in communication channels
between MGCC and LCs. The overall system model becomes a
time-delay descriptor system, which is written as

EAx = AAx+ A Ax(t — 7) + Fro (14)

where 7 denotes a time delay, x(t — 7) is the time-delayed
state, and A is its parameter matrix.

B. Effects of Time Delays on the Microgrid Performance
The characteristic equation of the delayed descriptor system
(14) is

det (AE — A(\, 7)) =0 (15)

where
ANT)=A+ A e, (16)

Definition 1. [29], [30]: For a given 7, the delayed descrip-
tor system (14) is asymptotically stable if all generalized roots
of its characteristic (15) are in the open left-hand plane.
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Fig. 4. Root loci of A(n) when the secondary frequency control gains
are Ky, = 2 and Kj,, = 60.

Definition 2: A critical delay denoted by 7, is called a delay
margin if the delayed descriptor system (9) is stable for 7 < 74,
and it is unstable for 7 > 74.

Approaches to determine delay margins for power systems
have been discussed in [31] and [32]. In this paper, an eigen-
value approach in [32] is extended to the delayed descriptor
system (9).

Given a pair of generalized conjugate eigenvalues on the
imaginary axis, they are denoted by A\imag = £jw. The follow-
ing equation is satisfied:

Jjw = eig (A(w, 7)) (17)
where eig(x) denotes eigenvalues of x, and
Aw,T) =A+ A eI, (18)

Define a variable n = w7. Then, (18) can be expressed as

An) =A+ A e dn (19)

e~ changes periodically with 1, and the period is 27. Thus,
A(n) also changes periodically with a 27 period. We can
change 7 within one period [0, 27| and get the root loci of the
generalized eigenvalues of A(7) within the range n € [0, 27].
If there exist eigenvalues +jw. on the imaginary axis at 7,
the corresponding critical time delay 7. can be obtained by
Te = Ne/We.

Consider a case where communication time delays exist in
the studied system with the secondary frequency control gains
Ky =2, K;, = 60. In this case, the root loci of A(n) within
the range 7 € [0, 27] is shown in Fig. 4. It is shown from
Fig. 4 that there are two pairs of general conjugate eigenvalues
on the imaginary axis denoted by +jwg; and £jwgs. Their
corresponding critical time delays are denoted by 7.1 and 7.9,
respectively. The delay margin 74 is the minimum one between
Te1 and Teo, which is described as 7y = min{7.;, 72 }. In this
case, g = 0.2053 s.

Therefore, provided there exist L critical time delays de-
noted by 7.1,7c2,...,Ter, the delay margin 74 is 74 =
min{7.1, Te2, - . ., Ter }- Delay margins with respect to different
K., and K, are obtained for the studied system by using the

Proportion Gain Ky

Fig. 5. Relationship between delay margin 74, and secondary fre-
quency control gains K., and Kj,,.
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Fig. 6. Control structure of the gain-scheduling approach.

described method above. The results are shown in Fig. 5. It can
be found that the delay margin 7, increases with the increase
of the proportional gains K, when Kj;,, are fixed, whereas for
fixed K, the delay margin 7,4 increases with the decrease of
the integral gains Kj,,.

Ill. GAIN-SCHEDULING METHODOLOGY
A. General Control Structure

The presence of communication delays, which are usually
time varying in the microgrid frequency control loop, may
degrade its performance. A gain-scheduling approach is pro-
posed to compensate the effect of communication delays on
the dynamic performance of the islanded microgrid shown in
Fig. 1. The microgrid control structure, including both the
MGCC and one LC equipped with a gain scheduler, is shown
in Fig. 6. Here, we define

Kiwi = BiwiKiwi

pri = Bpwipri

(20)
2

where K;; and K,,,; are considered to be fixed since the sec-
ondary frequency controller located in the MGCC. The change-
able parts are 3;,,; or 3. located in each local DG controller.
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Biwi denotes an integral gain scheduler denoted and f3,,,,; de-
notes a proportional gain scheduler. K;.; and f(pm represent
the equivalent gains of the secondary frequency controller
after gain schedulers are equipped in each LC. We consider
that the gain schedulers change only one gain variable, either
Biwi Or Bpuwi. Although simultaneously changing, both of the
gain variables can achieve the same purpose; it involves more
complicated feasible gain search calculation. The procedure of
the gain-scheduling approach includes the following steps.

1) Step 1: The secondary frequency controller in the MGCC
calculates real-power set points for each DG to restore
their frequencies to the nominal one and sends them to
local inverters. These set points are denoted by Prsclngl,
where T is the time stamp generated when they are sent
by the MGCC.

2) Step 2: After LCs in the local inverters receive their set
points from the MGCC, the set points are marked as
PR where T, is the time stamp generated when they
are received by LCs.

3) Step 3: LCs calculate the communication delay by com-
paring the time stamps of two signals Pri§£T2 and Prselng.
The time delay is 7; = 15 — T7.

4) Step 4: For a given cost index, by looking up the rela-
tionship between the time delay 7; and its corresponding

feasible gain B, or 7., built by the offline analysis, the
local gain scheduler adjusts its gain value according to the
measured communication delay.

B. Feasible Gain Sets

To find feasible 3;,,; and 3., that correspond to communi-
cation delays, we need to investigate the root locus of the time-
delay small-signal model of the microgrid with respect to ;.
and Bpw;.

Considering (20) or (21), the equalized load frequency con-
troller has the following form:

Kiwi
P = (pr: + — > (wo — wy) (22)
or
= Kiwi
P = (Rt B Y -, 0

The time-delay small-signal model of the microgrid is built as
follows:

EA%x = AAx + A, Ax(t — 7) + Frg (24)
where E and A are system matrices, A, is a parameter matrix
related to the delayed state x(t — 7), and F is a parameter
matrix. While most elements of the matrices are still the same
as those in (14), the original K,,,; is replaced by K., or
K i by Ky The gain-scheduler vectors 35, and 3y, denote
four integral gain schedulers and proportional gain schedulers,
respectively.

The characteristic equation of the delayed descriptor system
(24) is

det (AE — A(X)) =0 (25)

Image (rad/s)

-7 -6 -5 -4 -3 -2 -1 0 1 2
Real (1/s)

Fig. 7. Root locus for 3;,, under different time delays (arrows direct the
increasing gains).

where the characteristic matrix A(\) is

AN =A+A e, (26)

Since the characteristic matrix (26) is transcendent, it has
infinitely many roots. Therefore, we can only approximate the
solution of (26) by computing a reduced set of its roots. One
effective technique is to approximate the roots of (26) by a
finite-element method [33]. In this method, matrix M, which
has the following form is defined:

Col,
A

A o Q27

M- |
where ® indicate Kronecker’s product, I, is the identity matrix

of order n, and C is a matrix composed of the first N — 1 rows
of C defined as follows:

C= —2DN/T (28)

where Dy is a Chebyshev’s differentiation matrix of dimension
(N +1) x (N +1) (see Appendix II in [33] for details). Then,
the eigenvalues of M are an approximated spectrum of (26).
For the purpose of demonstrations, IV is chosen as 2 for Dy
here. Then, the root locus of the critical eigen pair (which has
the smallest damping ratio) of the microgrid system shown in
Fig. 1 are investigated for both 3;,, and 3, under different
time delays 7 = {0.1,0.2, 0.3}, as shown in Figs. 7 and 8. From
these two figures, it can be seen that feasible gain sets that
guarantee the microgrid system stable for both 3, and 3, be-
come smaller as time delays increase in communication links.

C. Relationships Between Gain-Scheduler
Variables and Costs

To find relationships between the gain-scheduler variables
(Biwi and Bp.,;) and the system performance of the microgrid, the
following average squared error is defined as the cost function:

T
;[ ew
t=0
d 0

where T is the simulation horizon, and e;(t) = w(t) — w; (¢)
is the frequency error with respect to the nominal frequency

J = (29)

el
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Fig. 9. Cost curve with respect to 8;.,1 when Kp, = 2.

reference w?(¢) for DG 4. The nominal reference w? () is the
frequency dynamic of the original DG ¢ when the microgrid
operates without communication delays with initial gains
K;, =60 and K, =2, whereas wd(t) is the frequency
dynamic of the original DG 7 when the microgrid runs with
communication delays.

Time-domain simulation trials of the microgrid in MAT-
LAB/SimPower R2007b are carried out and the simulations last
T = 3 s. The f3;.; and ., are investigated, respectively. The
performance cost curves with respect to 3,1 and 3.1 for DG
1 are shown in Figs. 9 and 10, respectively. From these two
figures, it can be seen that the relationship between the cost .J
and the gain parameter (3,1 Or Bpy1.) is nearly linear. By the
comparison of the results shown in these figures, we can notice
that the cost is more sensitive to 8;,,1 than Sp.,1. Therefore, the
dynamic performance of the microgrid is more sensitive to (3;,,1
when time delays are considered.

IV. VALIDATION STUDIES

The Canadian urban distribution system shown in Fig. | is
used to study the effect of communication delays on the dy-
namic performance of an islanded microgrid with a secondary

ly - - - ﬁ - - Q i
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
B

op
Fig. 10.  Cost curve with respect to 5,1 when K;,, = 60.

frequency controller. In addition, the calculated delay margins
and the effectiveness of the proposed gain-scheduling approach
are verified. The CB at 120 kV and the 12.5 kV substation is
considered to be open at £ = 0.5 s that means the microgrid is
islanded at ¢ = 0.5 s. As indicated in the Table II, the coupling
filter inductance L, = 1 mH. This is reasonable for the 2 MVA
DG. In practice, both Ly, = 1.0 mH and L; = 2.1 mH have
been used for microgrids in [8] and [34]. By implementing
a smaller inductance, the stability of the microgrid could be
enhanced. The nominal frequency is chosen as wy = 377 rad/s
(60 Hz) for the secondary frequency control. This nominal
frequency is identical to the current Northern American stan-
dard frequency, which guarantees the easy reconnection of the
microgrid to the utility main grid.

The small-signal model of this microgrid with 4 DGs is
represented by its average inverter model (Simulink Aver-
age Model) in MATLAB/SimPower environment. This model
has also been verified by comparing with simulations in
PSCAD/EMTDC in our previous work [16], [35]. Its secondary
frequency controller gains are initially set to K, =2 and
K, = 60 based on results of the small-signal analysis of the
microgrid.

First, the following two cases are tested to evaluate the
robustness of the secondary frequency control in the microgrid
to loads that have plug and play feature.

1) Case 1: A 0.5-MVA load in the first DG area is plugged

in the microgrid at t = 3 s.
2) Case 2: A 0.5-MVA load in the first DG area is removed
from the microgrid at ¢ = 3 s.
The results of these two cases are shown in Figs. 11 and 12.
It can be seen the microgrid dynamic is kept stable when a
0.5-MVA load is either plugged in or removed from the micro-
grid. Therefore, the secondary frequency control can improve
the robustness of the microgrid to load changes after being
islanded from the main grid by changing the power generation
reference.

Then, in order to illustrate the effect of communication
delays and verify the calculated delay margin, the following
four cases are investigated.
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The results for these four cases are shown from Figs. 13-16, ©
respectively. 25 , , . .

When there is no communication delay in the microgrid, :E’, lg}\ DG1-DG4 ]
it can be seen that the frequency dynamic of the microgrid > 1t ‘ —Kl , : .
with four identical DGs oscillates due to the islanding action 0.5 1 1-5T_ - 2 2.5 3

me (S

and then converges fast (at 1.5-2 s) to the nominal frequency
377 rad/s with the hierarchical inverter controllers, as shown in
Fig. 13. This observation verifies the theoretical results we just
obtained above.

When the time delay increases to 7 = 0.1 s and 7 = 0.15 s,
the magnitude of the frequency oscillation greatly increases
after the islanding action is taken, as shown in Figs. 14 and 15.
It is noted that time delays could increase the original frequency
oscillation resulting from islanding actions.

Fig. 15.  Dynamic performance of the microgrid when = = 0.15 s.
When we continue increasing the time delay to 7 = 0.22 s,
the dynamic performances of the microgrid become unstable,
as shown in Fig. 16. It can be noticed that the calculated delay
margin for K, = 2 and K, = 60 is 74 = 0.2053 s, as shown
in Fig. 4. This calculated delay margin closely coincides with
the delay margin estimated by the time-domain simulation.
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samples).

Therefore, the presented delay margin calculation method also
works well.

Moreover, to evaluate the proposed gain-scheduling ap-
proach, the following cases are considered.

1) Case 7: there is a time-varying delay following a uniform
distribution with 7 € {0,0.1,0.2} with 3;,,; gain sched-
ulers in the microgrid.

2) Case 8: there is a time-varying delay following a uniform
distribution with 7 € {0, 0.1, 0.2} with 3,,,; gain sched-
ulers in the microgrid.

A part of the time-varying delay dynamic is shown in Fig. 17.
This time-varying delay follows a uniform distribution, in
which the delay varies within {0, 0.1, 0.2} with the same
probability. Simulation results of these two cases (only DG1)
are shown in Figs. 18 and 19. The microgrid performances with
gain schedulers are compared with those without gain sched-
ulers. The frequency oscillation in the microgrid with either
integral or proportional gain schedulers is better damped with
comparison to the case that no gain scheduler is implemented.
The effectiveness of the gain scheduling approach is therefore
validated.
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8 375 , | \ | 3
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Fig. 18. Dynamic performances of DG1 with a 3;,,1 gain scheduler.
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Fig. 19.  Dynamic performances of DG1 with a 3,1 gain scheduler.

V. DISCUSSIONS ON THE HIERARCHICAL FREQUENCY
CONTROL OF INVERTER-BASED MICROGRIDS

In traditional bulk power systems, the frequency regulation
has a hierarchical structure that includes a primary control and
a secondary control. In the primary control, a local turbine
governor of each generation unit responds to small and fast
disturbances such as small load changes, whereas the secondary
control utilizes automatic generation control to remove the
steady-state frequency error to the nominal value resulted from
large disturbances such as islanding actions and short-circuit
faults of the grid. In traditional power systems, generation units
usually have large inertias, and their responses to the frequency
control are slow. Typically, the primary control time is smaller
than 10 s, and the secondary control time is between 10 s and
3 min. Being different from traditional power systems, inverter-
based distributed generators (DGs) in microgrids can act very
fast to load changes and disturbances because of their negligible
inertias. Therefore, after receiving the supplementary set points
generated by the secondary controller in the MGCC, these
DGs can take action in a short time. For example, in [8], the
secondary control used only 2.5 s to restore the frequency. In
our work, the studied microgrid acts even faster. It can be seen
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Fig. 20. Plot of eigenvalues of the microgrid system with K., = 2 and
K., = 60.

from the simulation result shown in Fig. 13 that the dynamics
of the microgrid system need only about 1.5-2 s. Theoretically,
by analyzing the eigenvalues of the microgrid system shown in
Fig. 20, it is noted that the absolute value of the real part of
the closest conjugate eigenvalues is 0 = 2. According to [36],
the settling time of this microgrid system dynamics is around
1.5-2 ((3/0)—(4/0)) s. This observation coincides with the
simulation result. The presence of communication delays when
secondary control outputs are transmitted will increase oscil-
lations of the frequency. The gain schedulers in local inverter
controllers can be used to better damp these oscillations.

VI. CONCLUSION AND FUTURE WORK

This paper has studied the problem how communication
delays can affect the secondary frequency control of an islanded
microgrid with multiple inverter-based DGs. To investigate this
problem, a small-signal model-based method has been intro-
duced to determine the delay margin below which the microgrid
maintains stable. By conducting an extensive investigation of
different secondary frequency control gains, it has been found
that the delay margin increases with the increase of the propor-
tional gains of the secondary frequency controller, whereas it
decreases with the increase of the integral gains. To counteract
the communication delay effect, a gain scheduling approach
has also been proposed for the microgrid secondary frequency
control. Results from the Canadian urban distribution system
have illustrated the adverse impact of communication delays on
the microgrid secondary frequency control and the effectiveness
of the proposed gain scheduling approach for compensating the
communication delays.

In this paper, the Canadian urban benchmark distribution
system is investigated to make the analysis closely related to the
practical situation. When the microgrid structure changes, the
small-signal model of the microgrid changes and the feasible
gain set of the proposed gain scheduling method also changes.
The number of total DGs in microgrids and the capacity of each
DG also influence the stability of these microgrids. Although
the designed gain values to maintain a microgrid stable will be
sensitive to the structure of the microgrid, the proposed gain

scheduling approach will still be valid since the microgrid can
always be modeled in the same way described in this paper
(small-signal model), such as [16], [24]-[26], no matter how
the structure of the microgrid changes.

In our current work, we mainly focus on the impact of com-
munication delays on the microgrid with inverter-based DGs.
However, the effect of communication delays on the microgrid
with synchronous machines might not be quite significant, since
the reaction speed of synchronous machines is not as fast as
the inverter-based DGs. This deserves further investigations
and verifications in our future work. In addition, only RLC
loads are considered in this work. Nonlinear loads, which can
have more complicated impacts on the microgrid, will also be
included in future. Last but not the least, a randomly time-
varying delay will be modeled and its impact on the microgrid
will be deeply investigated in our future work.

APPENDIX A
PARAMETER MATRIX FOR THE SMALL-SIGNAL MODEL

Matrix E is shown as follows:
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Matrix A is shown as follows:
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PARAMETERS OF THE STUDIED MICROGRID

TABLE 1
DISTRIBUTION SYSTEM PARAMETERS
Parameters Value
Shase 10 (MVA)
Viasel 120v2/+/3 (kV)
‘/ba552 125\/5/\/§ (kv)
Voases 208v'2//3 (V)
Rg 0 (p.u.)
Xs 0 (p.u.)
RT 0 (p.u.)
X7 0.1 (p.u.)
Ry 0.0029 (p.u.)
Xy 0.0041 (p.u.)
Ry 0 (p.u.)
Xt 0.2 (p.u.)
TABLE 1I
INVERTER PARAMETERS
Parameters Value
KppPLLi 50
KiprLLi 500
Kpii 2.5
Kiii 500
Ls T (mH)
Kppi 25
Kipi 100
Ky 0.00016
wo 377 (rad/s)
Qrefl:Qref27Qref37 Qref4 0 (p‘u~)
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